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ABSTRACT 

 
 
 

An efficient off-line signature verification method based on an interval symbolic 

representation and a fuzzy similarity measure is proposed. In the feature extraction 

step, a set of Local Binary Pattern (LBP) based features is computed from both the 

signature image and its under-sampled bitmap. Interval-valued symbolic data is then 

created for each feature in every signature class. As a result, a signature model 

composed of a set of interval values (corresponding to the number of features) is 

obtained for each individual’s handwritten signature class. A novel fuzzy similarity 

measure is further proposed to compute the similarity between a test sample signature 

and the corresponding interval-valued symbolic model for the verification of the test 

sample. A comparison of our results with some recent signature verification methods 

available in the literature was provided in terms of average error rate and we noted that 

the proposed method always outperforms when the number of training samples is eight 

or more. 
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CHAPTER 1 

INTRODUCTION 

 
 

1.1 INTRODUCTION OT THE PROJECT 
 

Offline signature verification can be considered a special case of pattern 

reorganization Biometric systems are extensively used to establish a person’s 

identity in legal and administrative tasks. They are commonly modeled as Pattern 

Recognition systems, in which biometric data from an individual is acquired and 

stored as a “template” for future comparisons, or used to train a classifier that can 

discriminate if new samples belong to this user. They are useful in automatic 

verification of signature found on bank checks and documents. The objective of 

the offline signature verification system is to discriminate if a given signature is 

related to the user or not (genuine or forgery).Signature verification is a biometric 

verification which is an important research area targeted at automatic identity 

verification such as legal, banking and high security environments. Signature 

verification can be divided into two classes online and offline. Online approach 

uses a stylus and electronic tablet. 

The term digital image refers to processing of a two dimensional picture by a 

digital computer. In a broader context, it implies digital processing of any two 

dimensional data. A digital image is an array of real or complex numbers 

represented by a finite number of bits. An image given in the form of a 

transparency, slide, photograph or an X-ray is first digitized and stored as a matrix 

of binary digits in computer memory. This digitized image can then be processed 

and/or displayed on a high-resolution television monitor. For display, the image is 

stored in a rapid-access buffer memory, which refreshes the monitor at a rate of  

25 frames per second to produce a visually continuous display. 
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1.2 AIM OF THE PROJECT 

 
Biometric systems are extensively used to establish a person’s identity in 

legal and administrative tasks. They are commonly modelled as Pattern 

Recognition systems, in which biometric data from an individual is acquired (e.g. 

during an enrolment process), and stored as a “template” for future comparisons, 

or used to train a classifier that can discriminate if new samples belong to this 

user. The reliability of these systems has security implications, and in the last 

decade these systems have been analysed from an Adversarial Machine Learning 

perspective. From this viewpoint, we consider an active adversary, with its own 

goals (e.g. getting access to a system), knowledge (e.g. knowing the classifier 

parameters, or the learning algorithm) and capabilities (e.g. ability to manipulate 

the training data, or the inputs during test time).In particular, characterize the 

different components of a biometric system that can be attacked. However, an 

emerging issue of “Adversarial Examples” pose new security concerns for such 

systems. This issue refers to adversarial input perturbations specially crafted to 

induce misclassifications. Those very small perturbations on images (almost 

imperceptible) could be crafted to mislead a state-of-the-art CNN-based classifier. 

Moreover, attacks crafted for one model often transfer to other models, meaning 

that an attacker could train its own surrogate classifier to generate attacks, as long 

as it has access to data from the same data distribution. 

 
1.3 SCOPE OF THE PROJECT 

 
 

This issue has been analyzed in many recent papers but the theoretical 

reasons are not fully understood, and most defenses are weak (i.e. they fail if the 

attacker knows about the defense). We evaluate this new threat for biometric 

systems, by characterizing the potential new attacks under a taxonomy of threats 

to such systems. We consider particular attack scenarios to Offline Handwritten 

Signature Verification, identifying the attacker’s goals, required knowledge and 

capabilities. 
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CHAPTER 2 

 
LITERATURE REVIEW 

 
 

 
2.1 HANDWRITTEN SIGNATURE IDENTIFICATION USING BASIC CONCEPTS 

OF GRAPH THEORY (2010) 

This paper presents previous work in the field of signature and writer 

identification to show the historical development of the idea and defines a new 

promising approach in handwritten signature identification based on some basic 

concepts of graph theory. This principle can be implemented on both on-line 

handwritten signature recognition systems and off-line handwritten signature 

recognition systems. 

 

2.2 OFFLINE SIGNATURE VERIFICATION USING DTW (2017) 
 

In this paper, we propose a signature verification system based on Dynamic 

Time Warping (DTW). The method works by extracting the vertical projection 

feature from signature images and by comparing reference and probe feature 

templates using elastic matching. Modifications are made to the basic DTW 

algorithm to account for the stability of the various components of a signature. 

2.3 OFFLINE SIGNATURE VERIFICATION USING LOCAL INTEREST POINTS 

AND DESCRIPTORS (2018) 

In this article, a new approach to offline signature verification, based on a 

general-purpose wide baseline matching methodology, is proposed. Instead of 

detecting and matching geometric, signature-dependent features, as it is usually 

done, in the proposed approach local interest points are detected in the signature 

images, then local descriptors are computed in the neighborhood of these points, 

and afterwards these descriptors are compared using local and global matching 

procedures 
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CHAPTER 3 

 
IMAGE PROCESSING SYSTEM 

 

3.1 DIGITIZER 

 
A digitizer converts an image into a numerical representation suitable for 

input into a digital computer. Some common digitizers are 

1. Microdensitometer 

2. Flying spot scanner 

3. Image dissector 

4. Videocon camera 

5. Photosensitive solid- state arrays. 
 
 
 

 

 

 
FIG: 3.1 IMAGE PROCESSING SYSTEM 

 
 

3.2 IMAGE PROCESSOR 

 
An image processor does the functions of image acquisition, storage, 

preprocessing, segmentation, representation, recognition and interpretation and 

finally displays or records the resulting image. The following block diagram gives 

the fundamental sequence involved in an image processing system. 
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As detailed in the diagram, the first step in the process is image acquisition 

by an imaging sensor in conjunction with a digitizer to digitize the image. 

The next step is the preprocessing step where the image is improved being 

fed as an input to the other processes. Preprocessing typically deals with 

enhancing, removing noise, isolating regions, etc. Segmentation partitions an 

image into its constituent parts or objects. 

 
 
 
 

 
 

FIG: 3.2 IMAGE PROCESSOR 

 
 

3.2.1 Segmentation 
 

The output of segmentation is usually raw pixel data, which consists of 

either the boundary of the region or the pixels in the region themselves. 

Representation is the process of transforming the raw pixel data into a form useful 

for subsequent processing by the computer. 

Description deals with extracting features that are basic in differentiating 

one class of objects from another. Recognition assigns a label to an object based 

on the information provided by its descriptors. Interpretation involves assigning 

meaning to an ensemble of recognized objects. 
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3.2.2 Knowledge Base 

 
The knowledge about a problem domain is incorporated into the 

knowledge base. The knowledge base guides the operation of each processing 

module and also controls the interaction between the modules. Not all modules 

need be necessarily present for a specific function. The composition of the image 

processing system depends on its application. The frame rate of the image 

processor is normally around 25 frames per second. 

3.2.3 Digital Computer 

 
Mathematical processing of the digitized image such as convolution, 

averaging, addition, subtraction, etc. are done by the computer. Digital signatures 

are a standard element of most cryptographic protocol suites, and are commonly 

used for software distribution, financial transactions, contract management 

software, and in other cases where it is important to detect forgery or tampering. 

Digital signatures are equivalent to traditional handwritten signatures in 

many respects, but properly implemented digital signatures are more difficult to 

forge than the handwritten type. Digital signature schemes, in the sense used 

here, are cryptographically based, and must be implemented properly to be 

effective 

3.2.4 Mass Storage 
 

The secondary storage devices normally used are floppy disks, CD ROMs 

etc. The number of required signature cards depends on the time period during 

which a defined amount of files is supposed to be signed. 

 

 
3.2.5 Hard Copy Device 

 

The hard copy device is used to produce a permanent copy of the image 

and for the storage of the software involved. A method of authentication and non- 

repudiation of hard-copy documents includes affixing a physical manifestation of a 

digital signature to a hard-copy document. 

https://en.wikipedia.org/wiki/Cryptographic_protocol
https://en.wikipedia.org/wiki/Contract_management_software
https://en.wikipedia.org/wiki/Contract_management_software
https://en.wikipedia.org/wiki/Tampering_(crime)
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The physical manifestation of a digital signature is converted to an 

electronic digital signature, which is compared to a public key to authenticate the 

hard-copy document. Description deals with extracting features that are basic in 

differentiating one class of objects from another. 

3.2.6 Operator Console 
 

The operator console consists of equipment and arrangements for 

verification of intermediate results and for alterations in the software as and when 

require. The operator is also capable of checking for any resulting errors and for 

the entry of requisite data. 

3.3 IMAGE PROCESSING FUNDAMENTAL 
 

Digital image processing refers processing of the image in digital form. 

Modern cameras may directly take the image in digital form but generally images 

are originated in optical form. 

They are captured by video cameras and digitalized. The digitalization 

process includes sampling, quantization. Then these images are processed by the 

five fundamental processes, at least any one of them, not necessarily all of them. 

3.4 IMAGE PROCESSING TECHNIQUES 
 

Digital image processing is the use of a digital computer to process digital 

images through an algorithm. As a subcategory or field of digital signal processing, 

digital image processing has many advantages over analog image processing. 

It allows a much wider range of algorithm to be applied to the input data 

and can avoid problems such as the build-up of noise and distortion during 

processing. Since images are defined over two dimensions digital image 

processing may be modelled in the form of multi dimension systems. 

Images acquired by satellites are useful in tracking of earth resources; 

geographical mapping; prediction of agricultural crops, urban growth and weather; 

flood and fire control; and many other environmental applications. Space image 

applications include recognition and analysis of objects contained in image 

obtained from deep space-probe missions. 
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Image Enhancement 

Image Restoration 

Image Analysis 

Image Compression 

Image Synthesis 

Some techniques are used in digital image processing include: 
 

 

 

 
 

FIG: 3.4 IMAGE PROCESSING TECHNIQUES 

 
 

 
3.4.1 Image Enhancement 

 
Image enhancement operations improve the qualities of an image like 

improving the image’s contrast and brightness characteristics, reducing its noise 

content, or sharpen the details. This just enhances the image and reveals the 

same information in more understandable image. It does not add any information 

to it. 

3.4.2 Image Restoration 

 
Image restoration like enhancement improves the qualities of image but all 

the operations are mainly based on known, measured, or degradations of the 

original image. 

Image restorations are used to restore images with problems such as 

geometric distortion, improper focus, repetitive noise, and camera motion. It is 

used to correct images for known degradations. 

 

IP 
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3.4.3 Image Analysis 

 
Image analysis operations produce numerical or graphical information 

based on characteristics of the original image. They break into objects and then 

classify them. 

They depend on the image statistics. Common operations are extraction 

and description of scene and image features, automated measurements, and 

object classification. Image analyze are mainly used in machine vision 

applications. 

3.4.4 Image Compression 

 
Image compression and decompression reduce the data content necessary 

to describe the image. Most of the images contain lot of redundant information, 

compression removes all the redundancies. Because of the compression the size 

is reduced, so efficiently stored or transported. 

The compressed image is decompressed when displayed. Lossless 

compression preserves the exact data in the original image, but Lossy 

compression does not represent the original image but provide excellent 

compression. 

3.4.5 Image Synthesis 

 
Image synthesis operations create images from other images or non-image 

data. Image synthesis operations generally create images that are  either 

physically impossible or impractical to acquire. 

3.5 APPLICATIONS OF DIGITAL IMAGE PROCESSING 

 
Digital image processing has a broad spectrum of applications, such as 

remote sensing via satellites and other spacecrafts, image transmission and 

storage for business applications, medical processing, radar, sonar and acoustic 

image processing, robotics and automated inspection of industrial parts. 

The proposed method provided significantly improved results compared to 

the state-of-the-art methods considering two different off-line signature datasets. 



10 
 

The main advantage of the proposed model is that it allows the design and 

integration of a model for a new individual using only genuine signatures with the 

same parameters as before, without any need of re-tuning all the parameters. 

3.5.1 Medical Applications 

 
In medical applications, one is concerned with processing of chest X-rays, 

cineangiograms, projection images of Tran’s axial tomography and other medical 

images that occur in radiology, nuclear magnetic resonance (NMR) and ultrasonic 

scanning. These images may be used for patient screening and monitoring or for 

detection of tumours’ or other disease in patients. 

 

 
3.5.2 Satellites Imaging 

 
Images acquired by satellites are useful in tracking of earth resources; 

geographical mapping; prediction of agricultural crops, urban growth and weather; 

flood and fire control; and many other environmental applications. Space image 

applications include recognition and analysis of objects contained in image 

obtained from deep space-probe missions. 

 
 

3.5.3 Communication 

 
Image transmission and storage applications occur in broadcast television, 

teleconferencing, and transmission of facsimile images for office automation, 

communication of computer networks, closed-circuit television based security 

monitoring systems and in military communications. 

3.5.4 Radar Image System 

 
Radar and sonar images are used for detection and recognition of various 

types of targets or in guidance and manoeuvring of aircraft or missile systems. It is 

used in scanning, and transmission for converting paper documents to a digital 

image form, compressing the image, and storing it on magnetic tape. It is also 

used in document reading for automatically detecting and recognizing printed 

characteristics. 
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3.5.5 Defences and Intelligence 

 
It is used in reconnaissance photo-interpretation for automatic 

interpretation of earth satellite imagery to look for sensitive targets or military 

threats and target acquisition and guidance for recognizing and tracking targets in 

real-time smart-bomb and missile-guidance systems. 

3.6 FUNDAMENTAL OPERATION 

The fundamental operations associated with an object are the standard set 

operations union, intersection,and complement plus translation.Translation - Given 

a vector x and a set A, the translation, A + x, is defined an image as an (amplitude) 

function of two, real (coordinate) variables a(x,y) or two, discrete variables a[m,n]. 

An alternative definition of an image can be based on the notion that an 

image consists of a set (or collection) of either continuous or discrete coordinates. 

In a sense the set corresponds to the points or pixels that belong to the objects in 

the image. 

3.6.1 Dilation and Erosion 
 

From these two operations we define the fundamental mathematical 

morphology operations dilation and erosion. These two operations are illustrated in 

figures below for the objects defined 

 

 
A binary image containing two object sets A and B.The three pixels in B 

are "color-coded" as is their effect in the result. 

3.6.2 Opening and Closing 

We can combine dilation and erosion to build two important higher order 

operations For the opening with structuring element B and images A, A1 and A2 

where A1 is a subimage of (A1 A2). For the opening with structuring 
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element B and images A, A11 and A2 ,they can be considered as the reason for 

defining erosion with -B instead of B. 

3.6.3 Hit and Miss Operations 

 
The hit-or-miss operator was defined by Serra but we shall refer to it as  

the hit-and-miss operator and define it as follows. Given an image A and two 

structuring  elements B1and B2,The  set  definition   Boolean   definition   are 

where B1 and B2 are bounded, disjoint structuring elements. Note the use of the 

notation from two sets are disjoint if B1 B2 = , the empty set. 

 
In an important sense the hit-and-miss operatoris the morphological 

equivalent of template matching, a well-known technique for matching patterns 

based upon cross-correlation. ere, we have a template B1 for the object and a 

template B2 for the background. 

 
3.6.4 Summary of the Basic Operations 

The results of the application of these basic operations on a test image are 

illustrated below. The various structuring elements used in the processing are 

defined. The value "-" indicates a "don't care". All three structuring elements are 

symmetric. The opening operation can separate objects that are connected in a 

binary image. 

The closing operation can fill in small holes. Both operations generate a 

certain amount of smoothing on an object contour given a "smooth" structuring 

element.  The opening smoothes  from  the  inside  of  the  object   contour  and 

the closing smoothes  from  the  outside  of  the  object  contour.  The hit-and- 

miss example has found the 4-connected contour pixels. An alternative method to 

find the contour is simply to use the relation 

3.6.5 Classification 

In machine learning and statistics, classification is the problem of 

identifying to which of a set of categories (sub-populations) a new observation 

belongs, on the basis of a training set of data containing observations or  

instances. 
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 Examples are assigning a given email to the "spam" or "non-spam" class, 

and assigning a diagnosis to a given patient based on observed 

characteristics of the patient (sex, blood pressure, presence or absence of 

certain symptoms, etc). 

 Other classifiers work by comparing observations to previous observations 

by means of a similarity or distance function. An algorithm that implements 

classification, especially in a concrete implementation, is known as a 

classifier. 

 The term "classifier" sometimes also refers to the mathematical function, 

implemented by a classification algorithm, that maps input data to a 

category. 

 Terminology across fields is quite varied. In statistics, where classification is 

often done with logistic regression or a similar procedure, the properties of 

observations are termed explanatory variables (or independent variables, 

regressors, etc). 

 The categories to be predicted are known as outcomes, which are 

considered to be possible values of the dependent variable. In machine 

learning, the observations are often known as instances, the explanatory 

variables are termed features (grouped into a feature vector). 
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CHAPTER 4 

 
METHODOLOGY 

 

4.1 SIGNATURE DETECTING 

 
The main objective of this project is to detecting and classifying the fake 

and real handwritten signature verification using different image processing 

techniques. The objective of signature verification systems is to discriminate if a 

given signature is genuine (produced by the claimed individual), or a forgery 

(produced by an impostor). ... The aim of such systems is to recognize a person 

based on physiological or behavioral traits. 

 
4.2 EXISTING SYSTEM 

In this paper they investigated the impact of adversarial examples on 

biometric systems, in particular by identifying threats to Offline Handwritten 

Signature Verification under the point of view of Adversarial Machine Learning. 

Their experiments indicate that the issue of adversarial examples presents new 

threats to such systems in several scenarios, including both systems using 

handcrafted feature extractors and systems that learn directly from image pixels. 

 

 
4.2.1 Existing System Advantage 

 
 

 Accuracy is low. 

 Due to low accuracy the system gives wrong output 

 
 
 
4.3 PROPOSED METHOD 

In this paper an efficient off-line signature verification method based on an 

interval symbolic representation and a fuzzy similarity measure is proposed. In the 

feature extraction step, a set of Local Binary Pattern (LBP) based features is 

computed from both the signature image and its under-sampled bitmap. 
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Interval-valued symbolic data is then created for each feature in every 

signature class. As a result, a signature model composed of a set of interval 

values (corresponding to the number of features) is obtained for each individual’s 

handwritten signature class. 

A novel fuzzy similarity measure is further proposed to compute the 

similarity between a test sample signature and the corresponding interval-valued 

symbolic model for the verification of the test sample. 

 

 
4.3.1 Proposed System Advantage 

 

 The proposed method provided significantly improved results compared to 

the state-of-the-art methods considering two different off-line signature 

datasets. 

 

 
4.4 SIGNATURE CLASSIFYING 

 
Signature verification is a biometric verification which is an important 

research area targeted at automatic identity verification such as legal, banking and 

high security environments. Signature verification can be divided into two classes 

online and offline. 

Online approach uses a stylus and electronic tablet. A method of offline 

signature verification based on the bi-interval valued symbolic representation is 

presented. A novel fuzzy similarity measure is further proposed to compute the 

similarity between a test sample signature the corresponding interval-valued 

symbolic model for the verification of the test sample. 
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4.4.1 Block Diagram 
 

 

 
FIG: 4.4.1 BLOCK DAIGRAM 

 
 

4.5 MODULE DESCRIPTION 

 
 

4.5.1 Input Image 

Read and Display an input Image. Read an image into the workspace, 

using the read command or camera. In image processing, it is defined as the 

action of retrieving an image from some source, usually a hardware-based source 

for processing. It is the first step in the workflow sequence because, without an 

image, no processing is possible. The image that is acquired is completely 

unprocessed. 
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4.5.2 Pre-processing 

 
Pre-processing is a common name for operations with images at the 

lowest level of abstraction both input and output are intensity images. The aim of 

pre-processing is an improvement of the image data that suppresses unwanted 

distortions or enhances some image features important for further processing. 

Image pre-processing methods use the considerable redundancy in images. 

Neighboring pixels corresponding to one object in real images have essentially the 

same or similar brightness value. Thus distorted pixel can often be restored as an 

average value of neighboring pixels. 

 Resizing the Input Image 

 
All the input images are resized into same dimensions.If the specified 

size does not produce the same aspect ratio as the input image, the output image 

will be distorted. 

 Converting the Color Format 

 
For many applications of image processing, color information doesn't help 

us. If you get into the business of attempting to distinguish colors from one 

another, then one reason for converting RGB image to BLACK AND WHITE or 

GRAYSCALE formats in image. 

 RGB Color 

 
The RGB  color   model is   an additive color   model which red, green,   

and blue light are added together in  various  ways  to  reproduce  a  broad  

arrayof colors. The name of the model comes from the initials of the three additive 

primary colors, red, green, and blue. RGB is a device-dependent color model 

different devices detect or reproduce a given RGB value differently, since the color 

elements (such as phosphors or dyes). 

Their response to the individual R, G, and B levels vary from manufacturer 

to manufacturer, or even in the same device over time. Thus an RGB value does 

not define the same color across devices without some kind of color management. 

http://en.wikipedia.org/wiki/Additive_color
http://en.wikipedia.org/wiki/Additive_color
http://en.wikipedia.org/wiki/Red
http://en.wikipedia.org/wiki/Green
http://en.wikipedia.org/wiki/Blue
http://en.wikipedia.org/wiki/Color
http://en.wikipedia.org/wiki/Additive_primaries
http://en.wikipedia.org/wiki/Additive_primaries
http://en.wikipedia.org/wiki/Color_management
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RGB color image 
 

 Grayscale 

 
In photography and computing,a grayscale or grayscale digital image is 

an image in which the value of each pixel is a single sample, that is, it carries   

only intensity informationGrayscale images are distinct from one-bit bi-tonal black- 

and-white images. 

 

 
Gray scale color image 

 
 
 

4.5.3 Feature Extration 

 
In machine learning, pattern recognition and in image processing, feature 

extraction starts from an initial set of measured data and builds derived values 

(features) intended to be informative and non-redundant, facilitating the 

subsequent learning and generalization steps, and in some cases leading to better 

human interpretations. Feature extraction is related to dimensionality reduction. 

http://en.wikipedia.org/wiki/Photography
http://en.wikipedia.org/wiki/Computing
http://en.wikipedia.org/wiki/Digital_image
http://en.wikipedia.org/wiki/Pixel
http://en.wikipedia.org/wiki/Sample_(signal)
http://en.wikipedia.org/wiki/Luminous_intensity
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 When the input data to an algorithm is too large to be processed and it is 

suspected to be redundant (e.g. the same measurement in both feet and 

meters, or the repetitiveness of images presented as pixels), then it can be 

transformed into a reduced set of features (also named a feature vector). 

 Determining a subset of the initial features is called feature selection. The 

selected features are expected to contain the relevant information from the 

input data, so that the desired task can be performed by using this reduced 

representation instead of the complete initial data. 

 In the feature extraction step, a set of Local Binary Pattern (LBP) based 

features is computed from both the signature image and its under-sampled 

bitmap. Interval-valued symbolic data is then created for each feature in 

every signature class. 

 As a result, a signature model composed of a set of interval values 

(corresponding to the number of features) is obtained for each individual’s 

handwritten signature class. 

 A novel fuzzy similarity measure is further proposed to compute the 

similarity between a test sample signature and the corresponding interval- 

valued symbolic model for the verification of the test sample. 

 

 
4.5.4 Local Binary Pattern 

 
LBP features compute co-occurrence of pixel values in predetermined 

neighborhoods. LBP method is commonly used in object recognition with good 

success and we expected it also to be useful in offline signature verification 

 Furthermore, since LBP is a texture feature, we expected it to be 

complementary to the HOG features that are also used in this thesis. 

  An example work that combines HOG and LBP features successfully was 

designed to detect partially occluded humans in scenes [97], reaching the 

best human detection performance on the INRIA dataset. 

 LBP features are used in signature verification as well. In this thesis, LBP 

features are extracted only in Cartesian coordinates. We utilized the LBP 

method by different approaches explained below 
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 The LBP operator was extended to use neighborhoods of different sizes 

(Ojala et al. 2002). Using a circular neighborhood and bilinearly 

interpolating values at non-integer pixel coordinates allow any radius and 

number of pixels in the neighborhood. 

 The gray scale variance of the local neighborhood can be used as the 

complementary contrast measure. In the following, the notation (P,R) will be 

used for pixel neighborhoods which means P sampling points on a circle of 

radius of R. 

 In the LBP approach for texture classification, the occurrences of the LBP 

codes in an image are collected into a histogram. The classification is then 

performed by computing simple histogram similarities. 

 However, considering a similar approach for facial image representation 

results in a loss of spatial information and therefore one should codify the 

texture information while retaining also their locations. 

 One way to achieve this goal is to use the LBP texture descriptors to build 

several local descriptions of the face and combine them into a global 

description. Such local descriptions have been gaining interest lately which 

is understandable given the limitations of the holistic representations. 

  These local feature based methods are more robust against variations in 

pose or illumination than holistic methods. 

 (LBP) is a simple yet very efficient texture operator which labels the pixels 

of an image by thresholding the neighborhood of each pixel and considers 

the result as a binary number. 

 Due to its discriminative power and computational simplicity, LBP texture 

operator has become a popular approach in various applications. It can be 

seen as a unifying approach to the traditionally divergent statistical and 

structural models of texture analysis. 

 Perhaps the most important property of the LBP operator in real-world 

applications is its robustness to monotonic gray-scale changes caused, for 

example, by illumination variations. 

 Another important property is its computational simplicity, which makes it 

possible to analyze images in challenging real-time settings. The basic idea 

for developing the LBP operator was that two-dimensional surface textures 

can be described by two complementary measures. 
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4.6 CLASSIFICATION 

 
Image classification refers to the task of extracting information classes 

from a multiband raster image. The resulting raster from image classification can 

be used to create thematic maps. 

The recommended way to perform classification and multivariate 

analysis is through the Image Classification toolbar. There are many classification 

algorithms are available and some classification algorithm that are given below, 

4.6.1 SVM (Support Vector Machine Classification) 

 
 The approach proposed given Compared to the previous year, the results 

were slightly higher. The most up-to-date approaches when it comes to 

Offline signature datasets from two separate sources. 

 QSWTS provide both invisibility and significant resistance against lossy 

transmission and compression. The inverse discrete wavelet transform 

(IDWT) is applied to provide the stego-object. 

 The proposed model's main benefit is that it facilitates the development and 

incorporation of a model for a new person using just a few lines of code. 

 Genuine signatures that are similar parameters as before, without the need 

for any changes many of the parameters are being re-tuned. 

 In the SVM classifier, it is easy to have a linear hyper-plane between these 

two classes. But, another burning question which arises is, should we need 

to add this feature manually to have a hyper-plane. No, the SVM algorithm 

has a technique called the kernel trick. 

 The SVM kernel is a function that takes low dimensional input space and 

transforms it to a higher dimensional space i.e. it converts not separable 

problem to separable problem. 

 It is mostly useful in non-linear separation problem. Simply put, it does 

some extremely complex data transformations, then finds out the process to 

separate the data based on the labels or outputs you’ve defined. 

 In Python, scikit-learn is a widely used library for implementing machine 

learning algorithms. SVM is also available in the scikit-learn library and we 

follow the same structure for using it(Import library, object creation, fitting 

model and prediction). 
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 Now, let us have a look at a real-life problem statement and dataset to 

understand how to apply SVM for classification 

 Support Vector Machine” (SVM) is a supervised machine learning algorithm 

which can be used for both classification or regression challenges. 

However, it is mostly used in classification problems. 

 In the SVM algorithm, we plot each data item as a point in n-dimensional 

space (where n is number of features you have) with the value of each 

feature being the value of a particular coordinate. 

 we perform classification by finding the hyper-plane that differentiates the 

two classes very well (look at the below snapshot). 

 

 
4.6.2 Fuzzy Similarity Measures 

 
 One of the most common BTP methods is the crypto-biometric FV scheme. 

This proposal is provided as an example. 

 A cryptographic construction that is error-tolerant which an unsorted set 

(e.g. a list of) biometric characteristics) are used to encrypt/decrypt a  

hidden key for the purpose of accessing an The vault is unbreakable. 

 This method not only protects the key while also protecting it to the 

haphazardly organised set The FV school district A user-specific key K, of 

length M bits, is randomly generated to protect a biometric feature set 

(a1,a2,. an).R) is an error-correcting code. 

 The Solomon (RS) method is used on K and N .The provided redundancy is 

concatenated to K, resulting in an encoded key K of length N. Bits (NM) is a 

unit of measurement for the number of bits in a So there's a degree 

polynomial P. 

 The letter L (being L n) is constructed. Using K as a set of coefficients The 

polynomial projections a1...,a2 are determined for each element of A, 

yielding a set of genuine polynomial projections. 

 The fuzzy similarity measure (distance measure) is a measure that depicts 

the closeness (difference) among fuzzy sets. It proposed the Pythagorean 

fuzzy similarity measures for dealing the multi-attribute decision-making 

problems. 
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 Though the methods discussed in the previous section could predict the 

similarity of fuzzy numbers they fail to correctly give the similarity measure 

in certain situations. 

 Here we present a new similarity measure based on fuzzy difference of 

distance of points of fuzzy numbers rather than geometric distances used 

by the existing methods. 

 We see that from pattern sets given in section 5 the current fuzzy similarity 

measure not only overcomes the drawback of the earlier methods it also 

gives the similarity measure with better accuracy 

 The fuzzy similarity measure presented here satisfies other properties 

which reduces the computational work. The relevant properties we consider 

for the similarity measures depend on the usefulness within the domain of 

research but they are not considered as complete. 

 
 

4.7 SOFTWARE SPECIFICATION 

 
4.7.1 Matlab 

 
MATLAB was first adopted by researchers and practitioners in control 

engineering, Little's specialty, but quickly spread to many other domains. It is now 

also used in education, in particular the teaching of linear algebra and numerical 

analysis, and is popular amongst scientists involved in image processing. The 

MATLAB application is built around the MATLAB language. 

The simplest way to execute MATLAB code is to type it in the Command 

Window, which is one of the elements of the MATLAB Desktop. When code is 

entered in the Command Window, MATLAB can be used as an interactive 

mathematical shell. Sequences of commands can be saved in a text file, typically 

using the MATLAB Editor, as a script or encapsulated into a function, extending 

the commands available. 

http://en.wikipedia.org/wiki/Control_engineering
http://en.wikipedia.org/wiki/Control_engineering
http://en.wikipedia.org/wiki/Linear_algebra
http://en.wikipedia.org/wiki/Numerical_analysis
http://en.wikipedia.org/wiki/Numerical_analysis
http://en.wikipedia.org/wiki/Image_processing
http://en.wikipedia.org/wiki/Shell_(computing)
http://en.wikipedia.org/wiki/Shell_script
http://en.wikipedia.org/wiki/Functional_programming
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4.7.2 Features of Matlab 
 

 High-level language for technical computing. 

 Development environment for managing code, files, and data. 

 Interactive tools for iterative exploration, design, and problem solving. 

 Mathematical functions for linear algebra, statistics, Fourier analysis, 

filtering, optimization, and numerical integration. 

 2-D and 3-D graphics functions for visualizing data. 

 Tools for building custom graphical user interfaces. 

 Functions for integrating MATLAB based algorithms with external 

applications and languages, such as C, C++, Fortran, Java™, COM, and 

Microsoft Excel. 

 MATLAB is used in vast area, including signal and image processing, 

communications, control design, test and measurement, financial modeling 

and analysis, and computational. 

 Add-on toolboxes (collections of special-purpose MATLAB functions) 

extend the MATLAB environment to solve particular classes of problems in 

these application areas. 

 

 
4.7.3 Development Environment 

 
 Startup Accelerator for faster MATLAB startup on Windows, especially on 

Windows XP, and for network installations. 

 Spreadsheet Import Tool that provides more options for selecting and 

loading mixed textual and numeric data. 

 Readability and navigation improvements to warning and error messages in 

the MATLAB command window. 

 Automatic variable and function renaming in the MATLAB Editor. 

 

 
4.7.4 Algorithm and Applications 

 
MATLAB provides a high-level language and development tools that 

let you quickly develop and analyze your algorithms and applications. 

http://www.mathworks.in/applications/t_m
http://www.mathworks.in/videos/matlab/new-spreadsheet-import-tool-in-r2011b.html?type=shadow
http://www.mathworks.in/videos/matlab/new-automatic-variable-and-function-renaming-in-r2011b.html?type=shadow
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4.8 INTERFACING WITH OTHER LANGUAGES 

 
MATLAB can call functions and subroutines written in the C programming 

language or FORTRAN. A wrapper function is created allowing MATLAB data 

types to be passed and returned. The dynamically loadable object files created by 

compiling such functions are termed "MEX-files" (for MATLAB executable). 

4.8.1 Matlab Editor 

 
Provides standard editing and debugging features, such as setting 

breakpoints and single stepping 

4.8.2 Code Analyzer 

 
Checks your code for problems and recommends modifications to 

maximize performance and maintainability 

4.8.3 Matlab Profiler 

 
Records the time spent executing each line of code. MATLAB lets you 

execute commands or groups of commands one at a time, without compiling and 

linking, enabling you to quickly iterate to the optimal solution. 

For fast execution of heavy matrix and vector computations, MATLAB uses 

processor-optimized libraries. For general-purpose scalar computations, MATLAB 

generates machine-code instructions using its JIT (Just-In-Time) compilation 

technology. 

4.8.4 Directory Reports 

 
Scan all the files in a directory and report on code efficiency, file 

differences, file dependencies, and code coverage 

4.8.5 Desining Graphical User Interface 

 
By using the interactive tool GUIDE (Graphical User Interface 

Development Environment) to layout, design, and edit user interfaces. GUIDE lets 

you include list boxes, pull-down menus, push buttons, radio buttons, and sliders, 

as well as MATLAB plots and Microsoft ActiveX® controls. Alternatively, you can 

create GUIs programmatically using MATLAB functions. 

http://en.wikipedia.org/wiki/C_(programming_language)
http://en.wikipedia.org/wiki/C_(programming_language)
http://en.wikipedia.org/wiki/Fortran
http://en.wikipedia.org/wiki/MEX_file
http://www.mathworks.in/discovery/matlab-gui.html
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4.9 ANALYZING AND ACCESSING DATA 

 
MATLAB supports the entire data analysis process, from acquiring data 

from external devices and databases, through preprocessing, visualization, and 

numerical analysis, to producing presentation-quality output. 

4.9.1 Data Analysis 

 
MATLAB provides interactive tools and command-line functions for data 

analysis operations, including: 

 Interpolating and decimating 

 Extracting sections of data, scaling, and averaging 

 Thresholding and smoothing 

 Correlation, Fourier analysis, and filtering 

 1-D peak, valley, and zero finding 

 Basic statistics and curve fitting 

 Matrix analysis 

 
 

4.9.2 Data Access 

 
MATLAB is an efficient platform for accessing data from files, other 

applications, databases, and external devices. You can read data from popular file 

formats, such as Microsoft Excel; ASCII text or binary files; image, sound, and 

video files; and scientific files, such as HDF and HDF5. 

4.9.3 Visualization Data 

 
All the graphics features that are required to visualize engineering and 

scientific data are available in MATLAB. These include 2-D and 3-D plotting 

functions, 3-D volume visualization functions, tools for interactively creating plots, 

and the ability to export results to all popular graphics formats. You can customize 

plots by adding multiple axes; changing line colors and markers; adding 

annotation, Latex equations, and legends; and drawing shapes. 
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4.9.4 2-D Plotting 

 
Visualizing vectors of data with 2-D plotting functions that create: 

 
 Line, area, bar, and pie charts. 

 Direction and velocity plots. 

 Histograms. 

 Polygons and surfaces. 

 Scatter/bubble plots. 

 Animations. 

 
 

4.9.5 3-D Plotting and Visualization 

 
MATLAB provides functions for visualizing 2-D matrices, 3-D scalar, and 

3-D vector data. You can use these functions to visualize and understand large, 

often complex, multidimensional data. Specifying plot characteristics, such as 

camera viewing angle, perspective, lighting effect, light source locations, and 

transparency. 

 Surface, contour, and mesh. 

 Image plots. 

 Cone, slice, stream, and isosurface. 

 
 

4.9.6 Performing Numeric Computation 

 
MATLAB contains mathematical, statistical, and engineering functions to 

support all common engineering and science operations. These functions, 

developed by experts in mathematics, are the foundation of the MATLAB 

language. 

The core math functions use the LAPACK and BLAS linear algebra 

subroutine libraries and the FFTW Discrete Fourier Transform library. Because 

these processor-dependent libraries are optimized to the different platforms that 

MATLAB supports, they execute faster than the equivalent C or C++ code. 
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MATLAB provides the following types of functions  for performing 

mathematical operations and analyzing data: 

 Matrix manipulation and linear algebra. 

 Polynomials and interpolation. 

 Fourier analysis and filtering. 

 Data analysis and statistics. 

 Optimization and numerical integration. 

 Ordinary differential equations (ODEs). 

 Partial differential equations (PDEs). 

 Sparse matrix operations. 

 MATLAB can perform arithmetic on a wide range of data types, including 

doubles, singles, and integers. 

 
 

4.10 HADWARE SPECIFICATION 

 
 Data Exploration, Acquisition, Analyzing and Visualization Engineering 

drawing and Scientific graphics Analyzing of algorithmic designing and 

development Mathematical functions and Computational functions 

Simulating problems prototyping and modeling Application development 

programming using GUI building environment. 

 Using MATLAB, you can solve technical computing problems faster than 

with traditional programming languages, such as C, C++ and FORTRAN 

additionally this toolbox supports offloading computationally intensive 

workloads to the campus compute cluster. 

 MATLAB is one of a few languages in which each variable is a matrix 

(broadly construed) and "knows" how big it is. Moreover, the fundamental 

operators (e.g. addition, multiplication) are programmed to deal with 

matrices when required. 

 The MATLAB environment handles much of the bothersome housekeeping 

that makes all this possible. 
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 By using the interactive tool GUIDE (Graphical User Interface Development 

Environment) to layout, design, and edit user interfaces. GUIDE lets you 

include list boxes, pull-down menus, push buttons, radio buttons, and 

sliders, as well as 

 MATLAB plots and microsoft active  controls.  Alternatively,  you  can  

create GUIs programmatically using MATLAB functions. 

 Since so many of the procedures required for Macro-Investment Analysis 

involves matrices, MATLAB proves to be an extremely efficient language for 

both communication and implementation. 

 Processor : Pentium Dual Core 2.00GHZ 

 Hard Disk : 500 GB 

 RAM : 4GB (minimum) 

 Keyboard : 110 keys enhanced 

http://www.mathworks.in/discovery/matlab-gui.html
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CHAPTER 5 

 
RESULT AND DISCUSSION 

 
 
 

 

5.1 RESULT 

 
In this paper we investigated the impact of an off-line signature verification 

method based on an interval symbolic representation and a fuzzy similarity 

measure is proposed. In the feature extraction step, a set of Local Binary Pattern 

(LBP) based features is computed from both the signature image and its under- 

sampled bitmap. Interval-valued symbolic data is then created for each feature in 

every signature class. 

5.2 DISCUSSION 

 
As a result, a signature model composed of a set of interval values is 

obtained for each individual’s handwritten signature class. A comparison of our 

results with some recent signature verification methods available in the literature 

was provided in terms of average error rate. we noted that the proposed method 

always outperforms when the number of training samples is eight or more. On the 

other hand, the global SVM improves the performance when used in conjunction 

with user SVMs. Classifier combination is applied at score level to combine the 

decisions of the six classifiers. 
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CHAPTER 6 

 
CONCLUSION AND FUTUREWORK 

 
 
 

 

6.1 CONCLUSION 

 
In this paper we investigated the impact of an off-line signature verification 

method based on an interval symbolic representation and a fuzzy similarity 

measure is proposed. In the feature extraction step, a set of Local Binary Pattern 

(LBP) based features is computed from both the signature image and its under- 

sampled bitmap. Interval-valued symbolic data is then created for each feature in 

every signature class. 

As a result, a signature model composed of a set of interval values 

(corresponding to the number of features) is obtained for each individual’s 

handwritten signature class. A comparison of our results with some recent 

signature verification methods available in the literature was provided in terms of 

average error rate and we noted that the proposed method always outperforms 

when the number of training samples is eight or more. 

 
6.2 FUTURE WORK 

 
 

While state-of-art in offline signature verification achieves around 10-15% 

EER in various databases, the performance of these systems would be expected 

to be significantly worse with signatures collected in real life scenarios. In the 

future, systems research needs to concentrate on increasing the robustness of 

systems towards larger variations encountered in real life. 

Another issue is to allow the system work well with few number of 

references, such as three as is the case in many banking operations or even with 

one reference. Importance of user-based score normalization becomes significant 

with such extreme cases. Developing a simpler and better score normalization 

method is a part of our future work. 
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APPENDICES 
 
 
 

A. SOURCE CODE 

 
clc; 

clear; 

close all; 

warning('off','all') 

%%%%%%%% READ THE INPUT IMAGES FROM THE DATASET 

%%%%%% 

[f,d]=uigetfile('*.jpg'); 

image=imread([d f]); 

figure,imshow(image),title('INPUT IMAGE'); 

%%%%%%% TO CONVERT THE IMAGE TO GRAYSCALE 

%%%%%%%% 

gray=rgb2gray(image); 

figure,imshow(gray),title('GRAY CONVERTED IMAGE'); 

%%%%%% TO INCREASE THE CONTRAST %%%%%%% 

thresh=graythresh(gray); 

figure,imshow(thresh),title('ENHANCED IMAGE'); 

%%%%%%% TO COVERT THE IMAGE TO BLACK AND WHITE 

IMAGE %%%%%% 

binary=im2bw(gray,thresh); 

figure,imshow(binary),title('BLACK AND WHITE IMAGE'); 

%%%%%% TAKE THE COMPLEMENT %%%%%%% 

com=imcomplement(binary); 

figure,imshow(com),title('COMPLEMENT IMAGE'); 

%%%%%% TO CROP THE IMAGE %%%%%% 

for i=1:size(com,1) 

r=com(i,:); 

m=max(r); 

if m==1 

break; 

end 
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end 

minrow=i; 

for i=1:size(com,1) 

r=com(size(com,1)-i,:); 

m=max(r); 

if m==1 

break; 

end 

end 

maxrow=size(com,1)-i; 

for i=1:size(com,2) 

r=com(:,i); 

m=max(r); 

if m==1 

break; 

end 

end 

mincolumn=i; 

for i=1:size(com,2) 

r=com(:,size(com,2)-i); 

m=max(r); 

if m==1 

break; 

end 

end 

maxcoumn=size(com,2)-i; 

cropped=imcrop(binary,[mincolumn minrow maxcoumn-mincolumn 

maxrow-minrow]); 

figure,imshow(cropped),title('CROPPED IMAGE'); 

%%%%%%%EXTRACT THE LBP(LOCAL BINARY PATTERN 

FEATURES)%%%%% 

com=imcomplement(binary); 

r=1;p=8; 

rlbp_trains1 = rlbp(binary,r,p); 
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rlbp_trains = rlbp(gray,r,p); 

features1 = extractLBPFeatures(binary); 

features = extractLBPFeatures(gray); 

feat1=[rlbp_trains1 rlbp_trains]; 

 
%% Creation of interval-valued symbolic model 

load features.mat 

symbC=zeros(10,4); 

for i=1:size(feat,1) 

m=median(feat(i,:)); 

tho=std(feat(i,:)); 

f1k=m-2*tho; 

f2k=m+2*tho; 

symbC(i,:)=[f1k f2k m tho]; 

end 

%% computing similarity values and the verification process 

m1=median(feat1); 

tho1=std(feat1); 

fTk=m1-2*tho1; 

for ii=1:2 

PK=[]; 

if ii==1 

symbC1=symbC(1:10,:); 

else 

symbC1=symbC(11:20,:); 

end 

for i=1:size(symbC1,1) 

if symbC1(i,1)<fTk || fTk>symbC1(i,2) 

pk=0; 

PK=[PK;pk]; 

end 

if (symbC1(i,3)-symbC1(i,4))<=fTk<=(symbC1(i,4)+symbC1(i,4)) 

pk=1; 

PK=[PK;pk]; 
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end 

if symbC1(i,1)<=fTk<(symbC1(i,3)-symbC1(i,4)) 

pk=(fTk)/((symbC1(i,3)-symbC1(i,1))); 

PK=[PK;pk]; 

end 

if (symbC1(i,3)+symbC1(i,4))<fTk<symbC1(i,2) 

pk=(symbC1(i,2)-fTk)/(fTk-(symbC1(i,3)+symbC1(i,4))); 

PK=[PK;pk]; 

end 

end 

me=mean(PK); 

S=std(PK); 

theta(ii)=me+3.74*S; 

end 

fid=max(theta); 

S=find(theta==fid); 

 
%%%%%%%%CLASSIFICATION %%%%%%%%% 

label=ones(20,1); 

label(11:20,:)=2; 

model=fitcecoc(feat,label); 

S=predict(model,feat1); 

 
if S==2 

disp('Forged Signature'); 

msgbox('Forged Signature'); 

else 

disp('Orginal Signature'); 

msgbox('Orginal Signature');end 

%%%%%%%%%%%%%% 
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B. SCREENSHOTS 

 
FAKE AND ORGINAL IMAGE SIGNATURE 

 
 INPUT IMAGE 

 
 
 

 
 

 
 GRAY CONVERTED IMAGE 
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 BLACK AND WHITE IMAGE 
 
 

 

 
 

 
 COMPLEMENTED IMAGE 

 

 
 CROPPED IMAGE 
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FINAL OUTPUT 

 
 FORGED SIGNATURE 

 

 
 

 
 ORIGINAL SIGNATURE 
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C. BASE PAPER AND PLAGIARISM REPORT 
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PALGIARISM REPORT 
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