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ABSTRACT

In the medical field, the diagnosis of heart disease is the most difficult task. The
diagnosis of heart disease is difficult as a decision relied on grouping of large clinical
and pathological data. Due to this complication, the interest increased in a significant
amount between the researchers and clinical professionals about the efficient and
accurate heart disease prediction. In case of heart disease, the correct diagnosis in
early stage is important as time is the very important factor. Heart disease is the
principal source of deaths widespread, and the prediction of heart disease is significant
at an untimely phase. Machine learning in recent years has been the evolving, reliable
and supporting tools in medical domain and has provided the greatest support for
predicting disease with correct case of training and testing. The main idea behind this
work is to study diverse prediction models for the heart disease and selecting important
heart disease feature using Random Forests algorithm. Random Forests is the
Supervised Machine Learning algorithm which has the high accuracy compared to
other Supervised Machine Learning algorithms such as logistic regression etc. By
using Random Forests algorithm, we are going to predict if a person has heart disease

or not.
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CHAPTER 1
INTRODUCTION

The heart is a kind of muscular organ which pumps blood into the body and is the
central part of the body’s cardiovascular system which also contains lungs.
Cardiovascular system also comprises a network of blood vessels, for example, veins,
arteries, and capillaries. These blood vessels deliver blood all over the body.
Abnormalities in normal blood flow from the heart cause several types of heart
diseases which are commonly known as cardiovascular diseases (CVD). Heart
diseases are the main reasons for death worldwide. According to the survey of the
World Health Organization (WHO), 17.5 million total global deaths occur because of
heart attacks and strokes. More than 75% of deaths from cardio-vascular diseases
occur mostly in middle-income and low-income countries. Also, 80% of the deaths that
occur due to CVDs are because of stroke and heart attack. Therefore, prediction of
cardiac abnormalities at the early stage and tools for the prediction of heart diseases
can save a lot of life and help doctors to design an effective treatment plan which
ultimately reduces the mortality rate due to cardiovascular diseases.

Due to the development of advance healthcare systems, lots of patient data are
nowadays available (i.e., Big Data in Electronic Health Record System) which can be
used for designing predictive models for cardiovascular diseases. Data mining or
machine learning is a discovery method for analyzing big data from an assorted
perspective and encapsulating it into useful information. “Data Mining is a non-trivial
extraction of implicit previously unknown and potentially useful information about
data”. Nowadays, a huge amount of data pertaining to disease diagnosis, patients etc.
are generated by healthcare industries. Data mining provides a number of techniques
which discover hidden patterns or similarities from data.

Therefore, in this paper, a machine learning algorithm is proposed for the
implementation of a heart disease prediction system which was validated on two open

access heart disease prediction datasets.



Data mining is the computer-based process of extracting useful information
from enormous sets of databases. Data mining is most helpful in an explorative
analysis because of nontrivial information from large volumes of evidence.

Medical data mining has great potential for exploring the cryptic patterns in the data
sets of the clinical domain.

These patterns can be utilized for healthcare diagnosis. However, the available
raw medical data are widely distributed, voluminous and heterogeneous in nature.
This data needs to be collected in an organized form. This collected data can be then
integrated to form a medical information system. Data mining provides a user-oriented
approach to novel and hidden patterns in the Data The data mining tools are useful for
answering business questions and techniques for predicting the various diseases in
the healthcare field. Disease prediction plays a significant role in data mining. This
paper analyzes the heart disease predictions using classification algorithms. These

invisible patterns can be utilized for health diagnosis in healthcare data.

Data mining technology affords an efficient approach to the latest and indefinite
patterns in the data. The information which is identified can be used by the healthcare
administrators to get better services. Heart disease was the most crucial reason for
victims in the countries like India, United States. In this project we are predicting the
heart disease using classification algorithms. Machine learning techniques like
Classification algorithms such as Random Forest, Logistic Regression are used to

explore different kinds of heart-based problems.



CHAPTER 2

LITERATURE SURVEY

Machine Learning techniques are used to analyze and predict the medical
data information resources. Diagnosis of heart disease is a significant and tedious
task in medicine. The term heart disease encompasses the various diseases that
affect the heart. The exposure of heart disease from various factors or symptom is an
issue which is not complimentary from false presumptions often accompanied by
unpredictable effects. The data classification is based on Supervised Machine
Learning algorithm which results in better accuracy. Here we are using the Random
Forest as the training algorithm to train the heart disease dataset and to predict the
heart disease. The results showed that the medicinal prescription and designed
prediction system is capable of prophesying the heart attack successfully. Machine
Learning techniques are used to indicate the early mortality by analyzing the heart
disease patients and their clinical records (Richards, G. et al., 2001). (Sung, S.F. et
al.,, 2015) have brought about the two Machine Learning techniques, k-nearest
neighbor model and existing multi linear regression to predict the stroke severity
index (SSI) of the patients. Their study show that k-nearest neighbor performed
better than Multi Linear Regression model. (Arslan, A. K. et al.,2016) have suggested
various Machine Learning techniques such as support vector machine (SVM),
penalized logistic regression (PLR) to predict the heart stroke. Their results show that
SVM produced the best performance in prediction when compared to other models.
Boshra Brahmi et al, [20] developed different Machine Learning techniques to
evaluate the prediction and diagnosis of heart disease. The main objective is to
evaluate the different classification techniques such as J48, Decision Tree, KNN and
Naive Bayes. After this, evaluating some performance in measures of accuracy,

precision, sensitivity, specificity is evaluated.



Data source:

Clinical databases have collected a significant amount of information

about patients and their medical conditions. Records set with medical attributes were

obtained from the Cleveland Heart Disease database. With the help of the dataset,

the patterns significant to the heart attack diagnosis are extracted.

The records were split equally into two datasets: training dataset and testing dataset.

A total of 303 records with 76 medical attributes were obtained. All the attributes are

numeric-valued. We are working on a reduced set of attributes, i.e., only 14

attributes.

All these restrictions were announced to shrink the digit of designs, these are as

follows:

1.
2.
3.

The features should seem on a single side of the rule.
The rule should distinct various features into the different groups.
The count of features available from the rule is organized by medica history

people having heart disease only.

The following table shows the list of attributes on which we are working.

Table 2.1: List of Attributes

S no Attribute Description
Name
1 Age age in years
2 Sex (1 = male; 0 = female)
3 Cp Chest Pain
4 Trest bps resting blood pressure (in mm Hg on admission to the
hospital)
5 Chol serum cholesterol in mg/d




6 Fbs (Fasting blood sugar >120 mg/dl) (1 = true; 0 =
false)

7 Restecg Resting electrocardiographic results

8 Thalach Maximum heart rate achieved

9 Exang Exercise induced angina (1=yes;0=no)

10 Old peak ST depression induced by exercise relative to
rest

11 Slope The slope of the peak exercise ST segment

12 Ca Number of major vessels (0-3) colored by
fluoroscopy

13 Thal 3 = normal; 6 = Fixed defect; 7 = reversible
fluoroscopy

14 Target lorO




CHAPTER 3
AIM AND SCOPE OF PRESENT INVESTIGATION

3.1 EXISTING SYSTEM:

Clinical decisions are often made based on doctors’ intuition and experience rather
than on the knowledge rich data hidden in the database. This practice leads to
unwanted biases, errors and excessive medical costs which affects the quality of
service provided to patients. There are many ways that a medical misdiagnosis can
present itself. Whether a doctor is at fault, or hospital staff, a misdiagnosis of a
serious illness can have very extreme and harmful effects. The National Patient
Safety Foundation cites that 42% of medical patients feel they have had experienced
a medical error or missed diagnosis. Patient safety is sometimes negligently given
the back seat for other concerns, such as the cost of medical tests, drugs, and
operations. Medical Misdiagnoses are a serious risk to our healthcare profession. If
they continue, then people will fear going to the hospital for treatment. We can put an
end to medical misdiagnosis by informing the public and filing claims and suits

against the medical practitioners at fault.

Disadvantages:
e Prediction is not possible at early stages.
¢ In the Existing system, practical use of collected data is time consuming.
e Any faults occurred by the doctor or hospital staff in predicting would lead to
fatal incidents.
¢ Highly expensive and laborious process needs to be performed before treating

the patient to find out if he/she has any chances to get heart disease in future.



3.2 PROPOSED SYSTEM:

This section depicts the overview of the proposed system and illustrates all of the
components, technigues and tools are used for developing the entire system. To
develop an intelligent and user-friendly heart disease prediction system, an efficient
software tool is needed in order to train huge datasets and compare multiple machine
learning algorithms. After choosing the robust algorithm with best accuracy and
performance measures, it will be implemented on the development of the
smartphone-based application for detecting and predicting heart disease risk level.
Hardware components like Arduino/Raspberry Pi, different biomedical sensors,
display monitor, buzzer etc. are needed to build the continuous patient monitoring

system.

3.3 FEASIBILITY STUDY:

A Feasibility Study is a preliminary study undertaken before the real work of a
project starts to ascertain the likely hood of the project's success. It is an analysis of
possible alternative solutions to a problem and a recommendation on the best
alternative.

3.3.1 Economic Feasibility:
It is defined as the process of assessing the benefits and costs associated with the

development of project. A proposed system, which is both operationally and technically
feasible, must be a good investment for the organization. With the proposed system the
users are greatly benefited as the users can be able to detect the fake news from the real
news and are aware of most real and most fake news published in the recent years. This
proposed system does not need any additional software and high system configuration.
Hence the proposed system is economically feasible.
3.3.2 Technical Feasibility:

The technical feasibility infers whether the proposed system can be developed
considering the technical issues like availability of the necessary technology,
technical capacity, adequate response and extensibility. The project is decided to

build using Python. Jupyter Notebook is designed for use in distributed environment
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of the internet and for the professional programmer it is easy to learn and use
effectively. As the developing organization has all the resources available to build the
system therefore the proposed system is technically feasible.

3.3.3 Operational Feasibility:

Operational feasibility is defined as the process of assessing the degree to
which a proposed system solves business problems or takes advantage of business
opportunities. The system is self-explanatory and doesn’t need any extra
sophisticated training. The system has built-in methods and classes which are
required to produce the result. The application can be handled very easily with a
novice user. The overall time that a user needs to get trained is 14 less than one
hour. As the software that is used for developing this application is very economical
and is readily available in the market. Therefore, the proposed system is

operationally feasible.

3.4 EFFORT, DURATION AND COST ESTIMATION USING COCOMO MODEL:
The COCOMO (Constructive Cost Model) model is the most complete and
thoroughly documented model used in effort estimation. The model provides detailed
formulas for determining the development time schedule, overall development effort,
and effort breakdown by phase and activity as well as maintenance effort. COCOMO
estimates the effort in person months of direct labor. The primary effort factor is the
number of source lines of code (SLOC) expressed in thousands of delivered source
instructions (KDSI). The model is developed in three versions of different level of
detail basic, intermediate, and detailed. The overall modeling process takes into

account three classes of systems.

3.4.1. Embedded:
This class of system is characterized by tight constraints, changing
environment, and unfamiliar surroundings. Projects of the embedded type are model

to the company and usually exhibit temporal constraints.

3.4.2. Organic:
This category encompasses all systems that are small relative to project size
8



and team size and have a stable environment, familiar surroundings and relaxed
interfaces. These are simple business systems, data processing systems, and small

software libraries.

3.4.3. Semidetached:

The software systems falling under this category are a mix of those of organic
and embedded in nature. Some examples of software of this class are operating
systems, database management system, and inventory management systems class

are operating systems, database management system, and inventory management

systems.
Table 3.1: Organic, Semidetached and Embedded system values
TYPE OF PRODUCT A B C D
Organic 2.4 1.02 2.5 0.38
Semi Detached 3.0 1.12 2.5 0.35
Embedded 3.6 1.20 2.5 0.32

For basic COCOMO Effort = a*(KLOC) b

Type =c*(effort)d
For Intermediate and Detailed COCOMO Effort = a * (KLOC) b* EAF (EAF = product
of cost drivers).
Intermediate COCOMO model is a refinement of the basic model, which comes in the
function of 15 attributes of the product. For each of the attributes the user of the

model has to provide a rating using the following six-point scale.

LO (Low) HI (High)
VL (Very Low) VH (Very High)
NM (Normal) XH (Extra High)

The list of attributes is composed of several features of the software and includes

9



product, computer, personal and project attributes as follows.

3.4.4Product Attributes:

Required reliability (RELY): It is used to express an effect of software faults
ranging from slight inconvenience (VL) to loss of life (VH). The nominal value
(NM) denotes moderate recoverable losses.

Data bytes per DSI (DATA): The lower rating comes with lower size of a
database. Complexity (CPLX): The attribute expresses code complexity again
ranging from straight batch code (VL) to real time code with multiple resources
scheduling (XH).

3.4.5Computer Attributes:

Execution time (TIME) and memory (STOR) constraints: This attribute
identifies the percentage of computer resources used by the system. NM
states that less than 50% is used; 95% is indicated by XH.]

Virtual machine volatility (VIRT): It is used to indicate the frequency of
changes made to the hardware, operating system, and overall software
environment. More frequent and significant changes are indicated by higher
ratings.

Development turnaround time (TURN): This is a time from when a job is
submitted until output becomes received. LO indicated a highly interactive

environment, VH quantifies a situation when this time is longer than 12 hours.

3.4.6 Personal Attributes:

Analyst capability (ACAP) and Analyst programmer capability (PCAP).

This describes skills of the developing team. The higher the skills, the higher
the rating.

Application experience (AEXP), language experience (LEXP), and virtual
machine experience (VEXP)

These are used to quantify the number of experiences in each area by the

development team, more experience, higher rating.

10



3.4.7 Project Attributes:

Modern development practices (MODP): deals with the amount of use of
modern software practices such as structural programming and object-
oriented approach.

Use of software tools (TOOL): is used to measure a level of sophistication of
automated tools used in software development and a degree of integration
among the tools being used. Higher rating describes levels in both aspects.
Schedule effects (SCED): concerns the amount of schedule compression (HI
or VH), or schedule expansion (LO or VL) of the development schedule in

comparison to a nominal (NM) schedule.

Table 3.2: Project Attributes

VL LO NM HI VH XH

RELY 0.75 0.88 1.00 1.15 1.40

DATA 0.94 1.00 1.08 1.16

CPLX 0.70 0.85 1.00 1.15 1.30 1.65
TIME 1.00 1.11 1.30 1.66
STOR 1.00 1.06 1.21 1.56
VIRT 0.87 1.00 1.15 1.30

TURN 0.87 1.00 1.15 1.30

ACAP 1.46 1.19 1.00 0.86 0.71

AEXP 1.29 1.29 1.00 0.91 0.82

PCAP 1.42 1.17 1.00 0.86 0.70

LEXP 1.14 1.07 1.00 0.95

11



VEXP 1.21 1.10 1.00 0.90

MODP 1.24 1.10 1.00 0.91 0.82
TOOL 1.24 1.10 1.00 0.91 0.83
SCED 1.23 1.08 1.00 1.04 1.10

Our project is an organic system and for intermediate
COCOMO Effort = a* (KLOC) b * EAF

KLOC =115

For organic system

a=24

b=1.02

EAF = product of cost

Driver’s effort = 2.4 * (0.115) #1.02 * 1.30

=1.034

Programmer month's Time for Development = C * (Effort) d
=2.5*(1.034) ~0.38

= 2.71 months

Cost of programmer = Effort * cost of Programmer per month
= 1.034 * 20000

= 20680

Project cost = 20000 + 20680

= 40680

12




CHAPTER 4
EXPERIMENTAL OR MATERIALS AND METHODS

4.1 INTRODUCTION TO REQUIREMENT SPECIFICATION:
Software Engineering by James F Peters & WitoldPedrycz Headfirst Java by Ka. A

Software Requirements Specification (SRS) is a description of software product,

program or set of programs that performs a set of functions in a target environment
(IEEE Std. 830-1993).

a.

Purpose:
The purpose of software requirements specification specifies the intentions
and intended audience of the SRS.
Scope:
The scope of the SRS identifies the software product to be produced, the
capabilities, application, relevant objects etc. We are proposed to implement
Passive Aggressive Algorithm which takes the test and trained data set.
Definitions, Acronyms and Abbreviations Software Requirements
Specification:
It's a description of a particular software product, program or set of programs
that performs a set of function in target environment.
References:
IEEE Std. 830-1993, IEEE Recommended Practice for Software
Requirements specifications thy Sierra and Bert Bates.
Overview:
The SRS contains the details of process, DFD’s, functions of the product, user
characteristics. The non-functional requirements if any are also specified.
Overall description:

The main functions associated with the product are described in this
section of SRS. The characteristics of a user of this product are indicated. The
assumptions in this section result from interaction with the project

stakeholders.

13



4.2 REQUIREMENT ANALYSIS:

Software Requirement Specification (SRS) is the starting point of the software
developing activity. As system grew more complex it became evident that the goal of
the entire system cannot be easily comprehended. Hence the need for the
requirement phase arose. The software project is initiated by the client needs. The
SRS is the means of translating the ideas of the minds of clients (the input) into a
formal document (the output of the requirement phase.) Under requirement
specification, the focus is on specifying what has been found giving analysis such as
representation, specification languages and tools, and checking the specifications
are addressed during this activity. The Requirement phases terminates with the
production of the validate SRS document. Producing the SRS document is the basic
goal of this phase. The purpose of the Software Requirement Specification is to
reduce the communication gap between the clients and the developers. Software
Requirement Specification is the medium though which the client and user needs are
accurately specified. It forms the basis of software development. A good SRS should
satisfy all the parties involved in the system.

4.2.1 Product Perspective:

The application is developed in such a way that any future enhancement can
be easily implementable. The project is developed in such a way that it requires
minimal maintenance. The software used are open source and easy to install. The
application developed should be easy to install and use. This is an independent
application which can be easily run on to any system which has Python installed and
Jupiter Notebook.

4.2.2 Product Features:

The application is developed in a way that ‘heart disease’ accuracy is
predicted using Random Forest. The dataset is taken  from
https://www.datacamp.com/community/tutorials/scikit-learn-credit-card. =~ We  can
compare the accuracy for the implemented algorithms. User characteristics
Application is developed in such a way that its users are v Easy to use v Error free 20
v Minimal training or no training v Patient regular monitor Assumption &

Dependencies It is considered that the dataset taken fulfils all the requirements.

14



4.2.3 Domain Requirements:

This document is the only one that describes the requirements of the system.
It is meant for the use by the developers and will also be the bases for validating the
final heart disease system. Any changes made to the requirements in the future will
have to go through a formal change approval process. User Requirements User can
decide on the prediction accuracy to decide on which algorithm can be used in real-
time predictions. Non-Functional Requirements y Dataset collected should be in the
CSV format y. The column values should be numerical values y Training set and test
set are stored as CSV files y Error rates can be calculated for prediction algorithms
product.

4.2.4 Requirements Efficiency:

Less time for predicting the Heart Disease Reliability: Maturity, fault tolerance
and recoverability. Portability: can the software easily be transferred to another
environment, including install ability.

4.2.5 Usability:

How easy it is to understand, learn and operate the software system
Organizational. Requirements: Do not block some available ports through the
windows firewall. Internet connection should be available Implementation
Requirements The dataset collection, internet connection to install related libraries.
Engineering Standard Requirements User interface is developed in python, which
gets input such stock symbol.

4.2.6 Hardware Interfaces:

Ethernet on the AS/400 supports TCP/IP, Advanced Peer-to-Peer Networking
(APPN) and advanced program-to-program communications (APPC). ISDN To
connect AS/400 to an Integrated Services Digital Network (ISDN) for faster, more
accurate data transmission. An ISDN is a public or private digital communications
network that can support data, fax, image, and other services over the same physical
interface. We can use other protocols on ISDN, such as IDLC and X.25. Software

Interfaces Anaconda Navigator and Jupiter Notebook are used.

15



4.2.7 Operational Requirements:

a. Economic: The developed product is economic as it is not required any
hardware interface etc. Environmental Statements of fact and assumptions
that define the expectations of the system in terms of mission objectives,
environment, constraints, and measures of effectiveness and suitability
(MOE/MOS). The customers are those that perform the eight primary
functions of systems engineering, with special emphasis on the operator as
the key customer.

b. Health and Safety: The software may be safety critical. If so, there are issues
associated with its integrity level. The software may not be safety-critical
although it forms part of a safety-critical system.

e There is little point in producing 'perfect’ code in some language if hardware
and system software (in widest sense) are not reliable. If a computer system is
to run software of a high integrity level, then that system should not at the
same time accommodate software of a lower integrity level.

e Systems with different requirements for safety levels must be separated.
Otherwise, the highest level of integrity required must be applied to all

systems in the same environment.

4.3 SYSTEM REQUIREMENTS

4.3.1 Hardware Requirements:

Processor : above 500MHz

Ram : 4GB

Hard Disk : 4GB

Input device X Standard keyboard and Mouse

Output device X VGA and High-Resolution Monitor
4.3.2 SOFTWARE REQUIREMENTS:

Operating System : Windows 7 or higher

Programming X python 3.6 and related libraries

Software : Anaconda Navigator, Jupyter

Notebook and Google colab

16



4.4 SOFTWARE DESCRIPTION
4.4.1 Python:
Python is an interpreted high-level programming language for general-purpose

programming. Created by Guido van Rossum and first released in 1991, Python has
a design philosophy that emphasizes code readability, notably using significant
whitespace. It provides constructs that enable clear programming on both small and
large scales. Python features a dynamic type of system and automatic memory
management. It supports multiple programming paradigms, including object-oriented,
imperative, functional and procedural, and has a large and comprehensive standard
library. Python interpreters are available for many operating systems. C Python, the
reference implementation of Python, is open-source software and has a community-
based development model, as do nearly all its variant implementations. C Python is
managed by the non-profit Python Software Foundation.
4.4.2 Pandas
Pandas is an open-source Python Library providing high-performance data

manipulation and analysis tool using its powerful data structures. The name Pandas
is derived from the word Panel Data — an Econometrics from Multidimensional data.
In 2008, developer Wes McKinney started developing pandas when in need of high
performance, flexible tool for analysis of data. Prior to Pandas, Python was majorly
used for data mining and preparation. It had very little contribution towards data
analysis. Pandas solved this problem.
Using Pandas, we can accomplish five typical steps in the processing and analysis of
data, regardless of the origin of data — load, prepare, manipulate, model, and
analyze. Python with Pandas is used in a wide range of fields including academic
and commercial domains including finance, economics, Statistics, analytics, etc.
Key Features of Pandas:

e Fast and efficient Data Frame object with default and customized indexing.

e Tools for loading data into in-memory data objects from different file formats.

¢ Data alignment and integrated handling of missing data.

e Reshaping and pivoting of date sets.

e Label-based slicing, indexing and subsetting of large data sets.

e Columns from a data structure can be deleted or inserted.

20



e Group by data for aggregation and transformations.
e High performance merging and joining of data.
e Time Series functionality.

4.4.3 NumPy:

NumPy is a general-purpose array-processing package. It provides a high-
performance multidimensional array object, and tools for working with these arrays. It
is the fundamental package for scientific computing with Python. It contains various
features including these important ones:

e A powerful N-dimensional array object
e Sophisticated (broadcasting) functions
e Tools for integrating C/C++ and Fortran code
e Useful linear algebra, Fourier transform, and random number capabilities 24
e Besides its obvious scientific uses, NumPy can also be used as an efficient
multi-dimensional container of generic data. Arbitrary datatypes can be
defined using NumPy which allows NumPy to seamlessly and speedily
integrate with a wide variety of databases.
4.4.4 Sckit-Learn:
e Simple and efficient tools for data mining and data analysis
e Accessible to everybody, and reusable in various contexts
e Built on NumPy, SciPy, and matplotlib
e Open source, commercially usable - BSD license
4.4.5 Matploit lib:
e Matplotlib is a python library used to create 2D graphs and plots by using
python scripts.
e It has a module named pyplot which makes things easy for plotting by
providing feature to control line styles, font properties, formatting axes etc.
e |t supports a very wide variety of graphs and plots namely - histogram, bar
charts, power spectra, error charts etc.
4.4.6 Jupyter Notebook:
e The Jupyter Notebook is an incredibly powerful tool for interactively

developing and presenting data science projects.
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A notebook integrates code and its output into a single document that
combines visualizations, narrative text, mathematical equations, and other rich
media.

The Jupyter Notebook is an open-source web application that allows you to
create and share documents that contain live code, equations, visualizations
and narrative text.

Uses include data cleaning and transformation, numerical simulation,
statistical modeling, data visualization, machine learning, and much more.
The Notebook has support for over 40 programming languages, including
Python, R, Julia, and Scala.

Notebooks can be shared with others using email, Drop box, Git Hub and the
Jupyter Notebook.

Your code can produce rich, interactive output: HTML, images, videos,
LATEX, and custom MIME types.

Leverage big data tools, such as Apache Spark, from Python, R and Scala.

Explore that same data with pandas, scikit-learn, ggplot2, Tensor Flow.

4.5 ALGORITHMS

4.5.1 Logistic Regression

A popular statistical technique to predict binomial outcomes (y = 0 or 1) is Logistic

Regression. Logistic regression predicts categorical outcomes (binomial / multinomial

values of y). The predictions of Logistic Regression (henceforth, LogR in this article)

are in the form of probabilities of an event occurring, i.e., the probability of y=1, given

certain values of input variables x. Thus, the results of LogR range between 0-1.

LogR models the data points using the standard logistic function, which is an S-

shaped

curve also called as sigmoid curve and is given by the equation.
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Logistic Regression Assumptions:

Logistic regression requires the dependent variable to be binary.

For a binary regression, the factor level 1 of the dependent variable should
represent the desired outcome.

Only the meaningful variables should be included.

The independent variables should be independent of each other.

Logistic regression requires quite large sample sizes.

Even though, logistic (logit) regression is frequently used for binary variables
(2

classes), it can be used for categorical dependent variables with more than 2
classes.

In this case it’s called Multinomial Logistic Regression.

Fig 4.5.1: Logistic Regression
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Logistic Regression Example

- Boundary
- False samples

= True samples

4.5.2 Random Forest:

Random Forest is a supervised learning algorithm which is used for both

classification as well as regression. But however, it is mainly used for classification

problems. As we know that a forest is made up of trees and more trees means more

robust forest.

Similarly, random forest creates decision trees on data samples and then gets the

prediction from each of them and finally selects the best solution by means of voting.

It is ensemble method which is better than a single decision tree because it reduces

the over-fitting by averaging the result.

Working of Random Forest with the help of following steps:

First, start with the selection of random samples from a given dataset.

Next, this algorithm will construct a decision tree for every sample. Then
it will get the prediction result from every decision tree.

In this step, voting will be performed for every predicted result.

At last, select the most voted prediction results as the final prediction

result.

The following diagram will illustrate its working-

Fig 4.5.2: Random Forest Classifier
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Random Forest Simplified
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4.6 SYSTEM ARCHITECTURE

The below figure shows the process flow diagram or proposed work. First, we

collected the Cleveland Heart Disease Database from UCI website then pre-

processed the dataset and select 16 important features

Fig 4.6: System Architecture
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For feature selection we used Recursive feature Elimination Algorithm using Chi2

method and get 16 top features. After that applied ANN and Logistic algorithm

individually and compute the accuracy. Finally, we used proposed Ensemble Voting

method and compute best method for diagnosis of heart disease.
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4.7 MODULES:
The entire work of this project is divided into 4 modules.
They are:

a. Data Pre-Processing

b. Feature

c. Classification

d

. Prediction

a. Data Pre-processing:

This file contains all the pre-processing functions needed to process all input
documents and texts. First, we read the train, test and validation data files then
performed some preprocessing like tokenizing, stemming etc. There are some
exploratory data analyses is performed like response variable distribution and data
quality checks like null or missing values etc.

Data preprocessing is the process of transforming raw data into an understandable
format. It is also an important step in data mining as we cannot work with raw data.
The quality of the data should be checked before applying machine learning or data
mining algorithms.

Preprocessing of data is mainly to check the data quality. The quality can be checked
by the following-

e Accuracy: To check whether the data entered is correct or not.

e Completeness: To check whether the data is available or not recorded.

e Consistency: To check whether the same data is kept in all the places
that do or do not match.

e Timeliness: The data should be updated correctly

e Believability: The data should be trustable.

e Interpretability: The understandability of the data.

b. Feature:

Extraction In this file we have performed feature extraction and selection
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methods from sci-kit learn python libraries. For feature selection, we have used
methods like simple bag-of-words and n-grams and then term frequency like tf-idf
weighting. We have also used word2vec and POS tagging to extract the features,

though POS tagging and word2vec has not been used at this point in the project

Bag of Words:

I's an algorithm that transforms the text into fixed-length vectors. This is
possible by counting the number of times the word is present in a document. The
word occurrences allow to compare different documents and evaluate their
similarities for applications, such as search, document classification, and topic

modeling.

The reason for its name, “Bag-Of-Words”, is due to the fact that it represents
the sentence as a bag of terms. It doesn’t consider the order and the structure of the

words, but it only checks if the words appear in the document.

N-grams:

N-grams are continuous sequences of words or symbols or tokens in a document. In
technical terms, they can be defined as the neighbouring sequences of items in a
document. They come into play when we deal with text data in NLP(Natural

Language Processing) tasks.

TF-IDF Weighting:

TF-IDF stands for term frequency-inverse document frequency and it is a measure,
used in the fields of information retrieval (IR) and machine learning, that can quantify
the importance or relevance of string representations (words, phrases, lemmas,

etc) in a document amongst a collection of documents (also known as a corpus).

c. Classification:

Here we have built all the classifiers for the breast cancer diseases detection.
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The extracted features are fed into different classifiers. We have used Naive-bayes,
Logistic Regression, Linear SVM, Stochastic gradient decent and Random Forest
classifiers from sklearn. Each of the extracted features was used in all the classifiers.
Once fitting the model, we compared the f1 score and checked the confusion matrix.
After fitting all the classifiers, 2 best performing models were selected as candidate
models for heart diseases classification. We have performed parameter tuning by
implementing GridSearchCV methods on these candidate models and chosen best
performing parameters for these classifiers. Finally selected model was used for
heart disease detection with the probability of truth. In Addition to this, we have also
extracted the top 50 features from our term-frequency tf-idf Vectorizer to see what
words are most and important in each of the classes. We have also used Precision-
Recall and learning curves to see how training and test set performs when we

increase the amount of data in our classifiers.

d. Prediction:

Our finally selected and best performing classifier was algorithm which was
then saved on disk with name final_model.sav. Once you close this repository, this
model will be copied to user's machine and will be used by prediction.py file to
classify the heart diseases. It takes a news article as input from user then model is
used for final classification output that is shown to user along with probability of truth.
4.8 DATA FLOW DIAGRAM:

The data flow diagram (DFD) is one of the most important tools used by
system analysis. Data flow diagrams are made up of number of symbols, which
represents system components. Most data flow modeling methods use four kinds of
symbols: Processes, Data stores, Data flows and external entities. These symbols
are used to represent four kinds of system components. Circles in DFD represent
processes. Data Flow represented by a thin line in the DFD, and each data store has
a unique name and square or rectangle represents external entities.

LEVEL:O
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CHAPTER 5

RESULT AND DISCUSSION, PERFORMANCE ANALYSIS

In this project, we introduce about the heart disease prediction system with different
classifier techniques for the prediction of heart disease. The techniques are Random
Forest and Logistic Regression: we have analyzed that the Random Forest has
better accuracy as compared to Logistic Regression. Our purpose is to improve the
performance of the Random Forest by removing unnecessary and irrelevant
attributes from the dataset and only picking those that are most informative for the

classification task.

: Jupyter Untitled2 Last Checkpoint: a day ago (autosaved) P Logout
File Edit View Insert Cell Kernel Widgets Help Trusted | Python 3 C
B+ & OB 4+ % PR B C W Cod v =
In [83]: WM #First, analysing the target variable:

v = dataset["target"]

sns.countplot (y)

target_temp = dataset.target.value counts()
print(target temp)

1 165
0 138
Name: target, dtype: intéd

target

In [84]: M print ("Percentage of patience without heart problems: "+str(round(target_ temp[0]*100/303,2))}
print ("Percentage of patience with heart problems: "+str(round(target_temp[1]*100/303,2)))

bercentage of patience without heart problems: 45.54

Percentage of patience with heart problems: 54.4¢

In [85]: M #We'll analyse 'sex', 'cp', 'fbs', 'restecqg', 'exang', 'slope’, 'ca' and 'thal' features
#Analysing the 'Sex' feature

It shows the target value of dataset for Male and Female in bar graph format and shows the

percentage of patience having with or without heart problem.
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: Jupyter Untitled2 Last Checkpoint: a day ago (autosaved) !’ Logout

File Edit View Insert Cell Kemel Widgets Help Trusted ‘ Python 3 (
+ = & B 4+ % PR B C W Code v =
In [81]: M =ns.barplot(dataset["fhs"],y)

Cut[91]: <hxesSubplot:xlabel='fbhs', ylabel='target'>
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0 1

fbs

In [82]: M | #2Znalysing the restecg feature

dataset["restecg"] .unigque ()

Cut[927: array([0, 1, 2], dbype=intéed)

Tn [83]: M sns.barplot(dataset["restecg”],y)

Cut[83]: <hxesSubplot:xlabel='restecg', ylabel='target'>

o7
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B o4
il
03
02
01
oo
[} 1 2

restecg

It shows the values of fbs and restecg with a bar graph and analyzing the restecg and fbs

features.
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: Ju pyter Untitled2 Last Checkpaint: a day ago (autosaved) a Logout

File Edit WView Insert Cell Kernel Widgets Help Trusted | Python 3 ¢

B+ s B B 4+ % PRn B C W Code v =

In [32]: M sns.barplot(dataset["slop="1,y)

Cut[32]: <hxesSubplot:xlabel="slope', ylabel='target':>

08
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o4

target
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01

0.0
o 1 2
slope

In [33]: M | #2nalysing the "ca' feature
dataset["ca"] .unigque ()

Cut[33]: array([0, 2, 1, 3, 4], dtype=intéd)

In [34]: M s=ns.countplot(dataset["ca"])

<hxesSubplot:xlakel="ca", ylabel='count'>

count
15
=

g =

It shows the features of slope and ca form dataset values in bar graph format.
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: Jupyter Untitled2 Last Checkpaint: a day aga (autosaved) Logout
File Edit View Insert Cell Kemel Widgets Help Trusted | Python 3 Q
B+ 2 B B 4+ % PRin B C W Code v | =
In [&3]: M score_rf = round(accuracy_score(Y_pred ri,¥ test)*100,2)
print ("The accuracy score achieved using Random Forest is: "+str(score_rf)+" 3")
The accuracy score achieved using Random Forest is: 20.16 %
In [%&]: M |sns.set (re={'figure.figsize':(15,8)})
plt.xlabel ("2lgorithms")
plt.ylabel ("Accuracy score”)
sns.barplot (algorithms, scores)
Out[%6]: <hxesSubplot:xlabel='Algorithms', ylabel="Rccuracy score'>
80
60
o
8
n
g
a2
5
§a
20
o
Logistic Regression Random Forest
Algorithms
In [57]: M | scores = [seore_lr, score_rf]
algorithms = ["Logistic Regression”, "Random Forest"]

for i in range(len{algorithms}):

Finally, it shows that Random Forest algorithm has more accuracy than Logistic Regression

from the dataset values and also shows the accuracy percentage of Random Forest

Algorithm.
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Chapter 6

SUMMARY AND CONCLUSION

6.1 Summary

This project objective is to predict the Heart Disease Using Machine Learning.
So, this paper a machine Ilearning algorithm is proposed for the
implementation of a heart disease prediction system which was validated on two
open
access heart disease prediction datasets.

6.2 Conclusion

In this project, we introduce about the heart disease prediction system with
different classifier techniques for the prediction of heart disease. The techniques are
Random Forest and Logistic Regression: we have analyzed that the Random Forest
has better accuracy as compared to Logistic Regression. Our purpose is to improve
the performance of the Random Forest by removing unnecessary and irrelevant
attributes from the dataset and only picking those that are most informative for the

classification task
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APPENDIX:

STEPS FOR IMPLEMENTATION:
1. Install the required packages for building the ‘Passive Aggressive Classifiers’.
2. Load the libraries into the workspace from the packages.
3. Read the input data set.
4. Normalize the given input dataset.
5. Divide this normalized data into two parts:
A. Train data.
B. Test data (Note: 80% of Normalized data is used as Train data, 20%the

Normalized data is used as Test data)

a. Sample code:

#lmporting essential libraries
import numpy as np

import pandas as pd

import matplotlib.pyplot as plt
import seaborn as sns
%matplotlib inline

import 0s

print(os.listdir())
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import warnings
warnings.filterwarnings(‘ignore’)
#lmporting and understanding our dataset
dataset = pd.read_csv(“heart.csv")
#Verifying it as a 'dataframe’ object in pandas
type(dataset)
#Shape of dataset
dataset.shape
#Printing out a few columns
dataset.head(5)
dataset.sample(5)
#Description the dataset
dataset.describe()
#Describing dataset information
dataset.info ()
#Let's understand our columns better
info = ["age","1: male, 0: female","chest pain type, 1: typical angina, 2: atypical
angina, 3: non-anginal pain, 4. asymptomatic","resting blood pressure"," serum
cholestoral in mg/dl","fasting blood sugar > 120 mg/dIl","resting electrocardiographic
results (values 0,1,2)"," maximum heart rate achieved","exercise induced
angina","oldpeak = ST depression induced by exercise relative to rest","the slope of
the peak exercise ST segment”,"number of major vessels (0-3) colored by
flourosopy”,"thal: 3 = normal; 6 = fixed defect; 7 = reversable defect"]
for i in range(len(info)):
print(dataset.columns[i]+":\t\t\t"+info[i])
#Analysing the 'target' variable
dataset["target"”].describe()
dataset["target"].unique()
#Checking correlation between columns
print(dataset.corr()["target"].abs().sort_values(ascending=False))
#First, analysing the target variable:
y = dataset["target"]
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sns.countplot(y)
target_temp = dataset.target.value_counts()
print(target_temp)
#printing the patience with or without heart problem
print ("Percentage of patience without heart problems
"+str(round(target_temp[0]*100/303,2)))
print ("Percentage of patience with heart problems:
"+str(round(target_temp[1]*100/303,2)))
#We'll analyse 'sex’, 'cp’, 'fbs’, 'restecq’, 'exang’, 'slope’, 'ca’ and 'thal' features
#Analysing the 'Sex' feature
dataset["sex"].unique()
sns.barplot(dataset['sex"],y)
#Analysing the 'Chest Pain Type' feature
dataset["cp"].unique()
sns.barplot(dataset['cp"],y)
#Analysing the FBS feature
dataset["fbs"].describe()
dataset['fbs"].unique()
sns.barplot(dataset['fbs"],y)
#Analysing the restecg feature
dataset["restecg"].unique()
sns.barplot(dataset['restecg"],y)
#Analysing the 'exang’ feature
dataset["'exang"].unique()
sns.barplot(dataset['exang"],y)
#Analysing the Slope feature
dataset["slope"].unique()
sns.barplot(dataset["slope"],y)
#Analysing the 'ca’ feature
dataset["ca"].unique()
sns.countplot(dataset[‘ca"])
sns.barplot(dataset['ca"],y)
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# Analysing the 'thal’ feature
dataset["thal"].unique()

sns.barplot(dataset[“thal"],y)

sns.distplot(dataset["thal"])

#Train Test split

from sklearn.model_selection import train_test_split

predictors = dataset.drop("target”,axis=1)

target = dataset["target"]

X_train,X_test,Y_train,Y_test =

train_test_split(predictors,target,test_size=0.20,random_state=0)

X_train.shape

X_test.shape

Y _train.shape

Y _test.shape

#Model Fitting

from sklearn.metrics import accuracy_score

#Logistic Regression

from sklearn.linear_model import LogisticRegression

Ir = LogisticRegression()

Ir.fit(X_train,Y_train)

Y_pred_Ir = Ir.predict(X_test)

Y_pred_lIr.shape

#Printing the accuracy score for Logistic Regression Algorithm

score_Ir = round(accuracy_score(Y_pred_Ir,Y test)*100,2)

print ("The accuracy score achieved using Logistic Regression is: "+str(score_Ir)+"

%")

#Random Forest

from sklearn.ensemble import RandomForestClassifier

max_accuracy = 0

for x in range (2000):
rf = RandomForestClassifier(random_state=x)
rf.fit(X_train,Y_train)
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Y _pred_rf = rf.predict(X_test)
current_accuracy = round(accuracy_score(Y_pred_rf,Y_test)*100,2)
if(current_accuracy>max_accuracy):
max_accuracy = current_accuracy
best x =x
rf = RandomForestClassifier(random_state=best_x)
rf.fit(X_train,Y_train)
Y _pred_rf = rf.predict(X_test)
Y_pred_rf.shape
#Printing the accuracy score for Random Forest Algorithm
score_rf = round(accuracy_score(Y_pred_rf,Y test)*100,2)
print ("The accuracy score achieved using Random Forest is: "+str(score_rf)+" %")
#Showing in bar graph format

sns.set(rc={"figure.figsize"(15,8)})
plt.xlabel("Algorithms")

plt.ylabel("Accuracy score")
sns.barplot(algorithms,scores)

#Showing the accuracy of both algorithms

scores = [score_lIr,score_rf]

algorithms = ["Logistic Regression”,"Random Forest"]
for i in range(len(algorithms)):

print ("The accuracy score achieved using "+algorithms[i]+" is:"+str(scores[l])+” %”)

SCREENSHOTS:
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T Jupyter Untitled2 Lasi Gheckpoint a day ago (autosaved) - Lagout

File Edit View Insert cell Kernel Widgets Help Trusted | Python 3
= -+ pe e | oy ~ » > Run M C PF Code ~ =
In [&9]: M #Tmporting essential libraries

import numpy as np
import pandas as pd

import matplotlib.pyplot as plt
import seaborn as sns

smatplotlik inline
import os
print(os.listdir ())

import warnin
warnings.filterwarnings ('ignorer)

['.android', '.atom', '.conda’, '.condars', '.continuum', '.aclipsa’, '.idlerc', '.ipynb checkpoints', '.ipython’',
*.jdks', *.jme', °.jupyter', '.matplotlib', '.p2', '.python_ history’, °.spyder-py3', '.tooling', '.vscoda', '3D Ob3
ects', ‘anaconda3', ‘ansel', "AppData’, 'Application Data', -"BullssyeCoverageError.txt', ‘Contacts’, 'Cookies', 'De
=ktop', 'Documents', 'Downloads', ‘'eclipse’, 'sclipse-workspace', 'Paverites', 'github', 'IBA IOAPDATA', 'IdeaProje
ct=', 'IntelGraphicsProfiles', "Jedi’, ‘Links', 'Local Settings', 'MicroscftEdgeBackups’, ‘'Music’', 'My Documents',
'NetHood', 'NTUSER.DAT', 'ntuser.dat_ LOGL', 'ntuser.dat.LOG2', 'NTUSER.DAT(2040fd64-7=71 11e=-8002-000432435985) T
M.BlE', 'NTUSER.DAT(20d0fdE4-7c7l-1lac-8002-000d3a435955] . TMContainer00000000000000000001 . regtrans—ms', 'NTUSER.DAT
[20d0£464-7c71-11lec-8002-0004324359b5) . TMContainer00000000000000000002 . regtrans—ms', 'ntussr.ini', 'Onebrive', 'Pic
tures', 'PrintHeoed', 'Recent’', 'Saved Games', 'Searches', 'SendTo’, 'Start Menu', 'Templates', 'Untitled.ipynb', 'U
ntitledi.ipynk', ‘uUntitledz.ipynb', ‘videcs', ‘WindowsPFCHealthchecksetup.msi', ‘workspace']

[ : M| #Importing and understanding our dataser
dataset — pd.read csv(r"G:\Users\infor\Desktop\New folder\heart.csv'™)

In [7231: M| #verifying it as a 'dataframs' objsct in pandas
type (dataset)

Our (73] pandas.cors.frame.bataFrams

In [741: M #Shape or datasst

datasmet.shape

ue(74]: (303, 14)

In the above screenshot, we are importing and printing the modules and libraries and

also reading the dataset form system.
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File E
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in [751: M

Hataset.head ()

age sex cp trestbps chol fbs resteco thalach exang oldpeak slope ca thal target
o &3 T s 145 233 1 o 150 a EE) o o 1 1
1 a a2 130 2s0 o 187 o as o 2 1
2 an o 1 130 204 o o 172 a 14 2 a =2 1
3 se 1 120 2as o 1 1vs a os 2 o =z 1
a 57 o o 120 354 o 1 163 a o6 2 o =2 1
(781: M dataset.sample(S)

age sex cp  trestbps  chol fbs  resleca  thalach exang oldpeak slope ca  thal target

237 B0 1 1a0 ze2 o ) IEL) o 12 Tz a2 )
49 s o a2 120 239 @ 4 ama o 18 > = 4
m as o =z 130 275 @ 1 138 o 0.2 2 o 2 1
244 B8 1 @ 132 184 o a 108 1 21 o 1 a
2z @4 1 = 125 208 o B 121 1 18 1 e a o
1771t M| #Descripeion
datas=t.desoxibe ()
o ) age sex < treswps cnol ros resteca thatacn exang olapeak siope ca
Count 302.000000 203.000000 303000000 302.000000 203.000000 302000000 303.000000 203.000000 303000000 203.000000 303000000 303.000000
mean 54366337 0683168 0966887 131623762 246.264026 0148515  0.528053 140.646865 0326733  1.039604 1399330 0720373
sta @.os2101 0486011 1032082  17.538143  51.830781 0356188  0.525860 22005181 0489784  1.161075 0816226  1.022608
min  29.000000  0.000000  0.000000 ©4.000000 126.000000 0000000  0.000000  71.000000 0000000  0.000000  0.000000  0.000000
26% 47500000 0000000 0000000 120000000 211.000000 0000000  0.000000 133500000 0000000  0.000000 1000000  0.000000
50% 55000000 1.000000 1000000 130.000000 240.000000  0.000000  1.000000 153.000000  0.000000  0.800000  1.000000  0.030000
75%  ©1.000000  1.000000 2000000 140.000000 274.500000 0000000  1.000000 166.000000  1.000000  1.600000 2000000  1.000000
max  77.000000  1.000000 3000000 200000000 564000000 1000000 2000000 202000000 1000000 6200000 2000000  4.000000

And here we are printing the datasets and values.
3.
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T jupyter Untitled2 Last Checkpoint: a day age  (autosaved)

File Edit View Insert Cen Kernel Widgets Help
+ B | | Wy * | = Run | = | < | B || Code ~
In ¢ M dataset.info()

<class ‘pandas.core.frams.DataFrams’>

RangeIndex: 303 entries, O to 302
Data solumns (total 14 columns) s
* Column Non-Mull Gount Deype
o age 303 neon-nmall inesa
1 s=x 303 non-nuall intsa
2 =5 303 menm-mall inesa
3 trestbps 303 non-null intsa
a =hal 303 menm-mall inesa
s flos 303 non-nall intsa
& rese=cg 303 menm-mall inesa
7 thalach 303 non-nall intsa
a mxanc 303 menm-mall inesd
= oldpeak 2302 non-nall £loates
10 =lope 303 men-mall inesd
11 ca 302 non-nall int&4
12  enal 203 neon-mall inecd
12 target 203 non-nall inte4

dtypes: floatéd (1), intéd (13)

memory usage: 23.3 KB

In [76]: M |#Let’s understand cur columns better

info = ("age"."1l: male, O: femala",

for i in range(len(info)):

print (dataset.columns[4]+":\E B E " +info[1])

ag=
o male, O: female

S ches=t pain type, 1: typical angina, 2: atypical 3: non-

tresthps: resting blood pressure

chol: ==zum cholestoral in mg/dl

Fm= famting blood sugar > 120 mg/dl

restecg: resting =lectrocardicgraphic results (valu=s 0,1, 2)

thalach: maximum hesrt rate achiseved

exang: =xexcise induced angina

sldpeal: sldpeak = ST depressison anduced by exercisse relative to rest

=lope: the =lope of the peak =xercise ST segment

car number of major vessals (0-3) colored by flourssepy

thal thal: 2 = normal; & = fixed defect; 7 = reversable defect

4.

T jupyter uUntitled2 Last Chockpeint a day ago  (autosaved)

File Edit View Insert Cell Kemel Widgets Help
+ (3c ) Ky a4 % B Run E | C M cCode ~ | wm
In [801: M| #Analysing the 'target' vardable

dataset["target”] .describe ()

CuElE0] :  eount 303.000000
mear 0.544554
=ta o.as8835
min ©.000000
254 o.000000
s0% 1.000000
TS 1.000000
mas 1.000000
Mame: target, deype: £loatsd

tn [811: M dataset["target”].unigue ()
©cut[H1]: array(ll, 01, dtype=inte4)
In (821: M| #checking correlation bertwsen columns
print (dataset.corr() ["target”].abs().sort_values (ascending—False))
target 1.000000
esxang 0.435757
e 0.a23798
cldpeak 0.430898
thalach 0.az1741
ca 0.351724
=lope 0.3a5877
thal 0.3440z2%
sex 0.280937
ags 0.225439
tresthps 0.144931
restecg 0.137230
chol 0.08523%
= 0.028046
Name: target, doyps: floates
In [831: M |#Firsc, anailysing the target variable:
¥ — datasat["target™)

=n=. countplot (v)

chest pain type, 1: typical angina,

2

atypical angina,

=in

1

non-angina

- Logout

Trusted | Python 3 €

1 pain, 4: asympt

pain, 41 asymptomatic

Trusted

-

Logout

| Python 3 €

5.

7 Jupyter Untitled2 Last Checkpont aday age (autosaved)

File. Eait View Insert cell Kernel Vvidgets Help
+ 2= 2|0 4 % RN B C P Cods ~ e
In [831: M #First, anzlysing the targot variablo:
¥ datasct|"targeot”]

sne.countplot (¥)

target_temp — dataset.target.valua_counts ()

print (target_ctemp)

n Les
S 13s
Name: target, atype: incea
60
110
120
100
g =
o
0
20
o
et
In 1841: M |print(~Dorcontage of pationco without hoart probloms: “+otr (round(targot tomplU]=100/303,2)))
Print("Percentage of patience with heart problems: +str (round(target templll=*100/303,2}))

Percentage of patience without heart problems: 45.54
&

Percentage of patience with heart problems: 54.4
In [051: M #We'lil analyss 'sex’', 'cp’, 'fbs', 'restecg', ‘'exang', ‘'slops’, ‘ca
#Analysing the 'Sex' feature

ana

rthal*

Ffeatures

Irustea

-

Logout

| Pyvthon 3 C

Here we are printing target value in the format of graph format for both Male and Female.

6.
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T upyter UntitledZ Last Checkpoint: a day ago (autosaved)

Fila Edit Miaw Insart call Karnal WWidgats Halp
L] - B | ) | WY R = Run | . e Code ~ =
Ir [321: M| sns.diseplos(datasss["thaltl)
<AxesSubplot:xlabel='thal', ylabel='Density’'>
200
175
150
125
Froe
w7s
os0
ozs
wao
£ 1 2 )
mar
In (413: M |#Train Tese spiie

from sklasrn.modal sslaction import train_tast_split

pradictors — dats
cargat — dsteset(”

H_trmin, X _test,¥_trein, ¥ _test — train_test_split (predictors. target, test_size—0.20, random_state—0)

In [42]: M |X_etrain.shape
cut(42l: (242, 13)

Tn [42): M |X_teat.shape
out(4a31: (&1, 13)

¥_train.shape

(zaz,

In ¥_test.shap=

[LEPRY

T JUPpYTer Untitled2 Last Chackpoint: a day ago  (autosaved)
File Eain Mo Insert ernel wWidgets Hoip

| | e | e | wy [ e |

- e | coae ~ | | w=m

Tn (481 : M| erecce: -
Frcm =l

In 14711 M| #Togistic Regressicon
Lrom sklessn.lineas_model Lmport Logistiskegsession

ir — TogimtichRegrsssson)

1x.riw(x_erain,¥ srain)

*_prmd_ir — ir.pradase(x_ce=s)
Tn [421: MY _pred dr.shepe
Seeram1: (S1.)
Tn [483): M| assre_lr — sound(assurasy sso== (¥_peed_ls, ¥ _se=e) 100, 3)

Achisved using Logistio Regreasion is: Tratr (sacEe_ax) e

mtcn im: ®5.25 @

erint ("The core schisved usina Random Forest is: “escriscore =£ie"

C Logaut

Trusted | Python 3

- Logout

Trustes | Python 3 <

Here we printing the accuracy percentage value of Logistic Regressron and Random Forest

Algorithm.

JUupyYter UntitledZ2 Lust Checkpoinl = day ago  (aulvsaved)

e o e Innne con barnal Aagers. Heip

e e e S | [ Run | < e || Cous ~ | | ==

= fRs—

Trasted | Python 3 o

Tu 1ve - -
ety Sy
ECphe it g s
ons.barplor (algorithms, scozes)

Sutiuer: =<nmessukplot:ixlabel_'nlgozichms', yiakbel—'nocuracy scoze’ >

o
g
E o

e s ow =
= mr, rRendom Foreseni
= ErEree

And here prrntrng the Accuracy score of algorithms in graph format.
9.
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In [57]: M scores = [score_lr,score rf]

algorithms = ["Logistic Regression”,"Random Forest"]
for i in range(len({algorithms)}:
g g
print ("The accuracy score achieved using "+algorithms[i]+" is: "+str(scores[i])+" %")

The accuracy score achieved using Logistic Regression is: 85.25 %
The accuracy score achieved using Random Forest is: 80.1e %

Finally, printing the Accuracy score of Logistic Regression and Random Forest values.
By seeing the accuracy score we declared that Random Forest Algorithm is more accurate
than the Logistic Regression.
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Abstract:-
The fruitful explore of information mining in exceedingly obvious areas like showcasing, e-business, and
retail has driven to its application in other divisions and businesses. Healthcare is being found among these
zones, There's an lavishness of information accessible inside the healthcare frameworks. In any case, there's
a shortage of valuable investigation device to look for out covered up connections in information. Since of
this, the intrigued expanded amid a noteworthy sum between the analysts and clinical experts approximately
the proficient and exact heart illness forecast. Machine learning in later a long time has been advancing, solid
and supporting devices in restorative field and has given the finest back for anticipating illness with adjust
case of preparing and testing. This inguire about extreme to supply an in profundity portrayal of Calculated
relapse and Irregular woodland that are connected in our inquire about especially inside the expectation of
heart condition, A few test has been conducted to coordinate the execution of predictive techniques on an
equivalent data set, and therefore the consequence reveals that Random forest outperforms over Logistic
Regression.
Keywords: - Data mining, Heart Disease Prediction, Logistic Regression, Random forest.

generally in  middleincome and low-income

I.Introduction:-

The heart could be a very solid organ which pumps
blood into the body and is that the central a portion
of the body™s circulatory framework which too
contains lungs. Circulatory framework too
comprises a arrange of blood vessels, for occasion,
veins, supply routes, and capillaries. These blood
vessels provide blood to the entire the body.

Anomalies in ordinary blood stream from the guts
cause a few sorts of heart maladies which are
commonly alluded to as cardiovascular infections
(CVD). Heart maladies are the major reasons for
passing around the world. In keeping with the
overview of the planet Wellbeing Organization
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nations,

Therefore, detection of cardiac abnormalities at the
first stage and tools for the prediction of heart
diseases can save lons of life and help doctors to
style an efficient treatment plan which ultimately
reduces the death rate because of cardiovascular
diseases. Also, 80% of the deaths that occur
because of CVDs are due to stroke and heart failure
[1]. Therefore, detection of cardiac abnormalities at
the first stage and tools for the prediction of heart
diseases can save lons of life and help doctors to
style an efficient treatment plan which ultimately
reduces the death rate because of cardiovascular
diseases.

Since of the occasion of progress healthcare




prediction using KStar, j48, SMO. and Bayes Net

may be utilized for planning prescient models for
Cardiovascular maladies. Information mining or
machine learning may be a revelation strategy for
analyzing huge information from an arranged point
?,E.vicw and typifying it into valuable data.

Jata Mining may well be a non-trivial extraction
of understood, already obscure and possibly
valuable data around data™ [2] . These days, an
gigantic sum of information concerning illness
conclusion, patients etc. are created by healthcare
businesses. Information mining gives assortment of
procedures which find covered up designs or
likenesses from information. Subsequently, in this
paper. a machine learning calculation is proposed
for the execution of a heart malady expectation
framework which was approved on two open get to
heart malady expectation information sets.

Irdenior Vena Cava

Fig 1.1 szv)'ycture of a heart
II .Literature Survey:-
There are numerous works has been done related to
disease prediction systems using different data
mining  techniques and machine learning
l2:;1g0ri(hms in medical centres. K. Polaraju et al, [7]
proposed Prediction of heart disease using multiple
regression Model and it proves that Multiple linear
rggrcxxlul)n is acceptable for predicting heart disease
chance. The work is performed using training data
set consists of 3000 instances with 13 different
attributes which has mentioned earlier. The data set
is split into two parts that's 70% of thr' info are used
for training and 30% used for testing. B.iscd on the
results, it's clear that the classification accuracy of
Regression algorithm is hest compared to other
algorithms. Marjia et al, [8] dt.\ eloped heart disease
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analo samples —consis a few
%oed comjgarablc or A?ﬁ{:rem degree. B.

:md Multilayer perception using WEKA software.
2y b

Based on performance from different factor SMO
and Bayes Net achieve optimum performance than
KStar, Multilayer perception .mlri J48 techniques,
using kfold cross validation. The accuracy
performances achieved by those algorithms are still
not satisfactory[.zl’ Therefore, the accuracy"s
performance is improved more to offer better

lflcuxmn to diagnosis disease. S. Seema et al,[9]

centers on procedures which can foresee incessant
infection by mining the data containing in
verifiable wellbeing records utilizing Naive Bayes,
Choice tree, Bolster Vector Macmgc(SVM) and
Counterfeit Neural Network(ANN). A comparative
think about is performed on classifiers llgwl’culcululc
the higher execution on an precise rate. From this
try, SVM gives most elevated exactness rate, while
for dldbu:*'s Naive Bayes gives the most clevated
exactness. Ashok Kumar Dwivedi et al, [10]
prescribed distinctive calculations like Credulous
Bayes, Classification Tree, KNN, Calculated
Relapse, SVM and ANN. The Calculated Relapse
gives superior exactness compared to other
calculations.

In Directed Learning, a information set
incorporates both highlights and names. The
assignment is to make an estimator which is in a
position to estimate the name of an question with
the set of highlights. Administered learning is assist
partitioned into two parts: classification and
relapse. Classification is that the assignment of
determining the worth of a categorical variable
given a few input factors. Relapse is that the
assignment of estimating the worth of a ceaselessly
changeable variable (e.g. a cost, a temperature)
given a few input factors. 2) In Unsupervised
Learning, a knowledge set has no name which we
discover likenesses among the objects. We will
utilize this frameworllcolgo show the only course of
action of information. It incorporates assignments
such as dimensionality reduction, clustering.
Dimensionality decrease is the assignment of
determine a set of modern highlights that's littler
than the first include set whereas keep most of the
variety of the first information. Clustering is that
the strategy of gathering tests into bunches of



Outfit Show Gathering displaying is the strategy of
running two or more related but distinctive models
and after that combines the comes about into a
single score to move forward the exactness of
prescient inlgo’rmation and information mining
applications.. In machine learning, ensemble
methods use several alll“"orilhms to get better
predictive performance. An  ensemble is a
supervised learning algorithm. Supervised learning
algorithms are usually described as performing the
task of find a suitable data that will make better
predictions with a specific problem. Ensembles
l&gmbine multiple facts to make a far better result.
When several prediction models are used to try to
make a forecast, the method IE)T' termed as multi-
model ensemble forecasting. This method of
prediction has been shown to reinforce forecasts in
comparison to one model-based uppmzl:(‘)n. The
main benefits of Ensemble models are: Better
Forecasting, More Constant model, Better results
and Reduces error i

1) Ensemble Learning Algorithms Buggin{:’vl:'

Bagging stands for bootsll(n;l:ip aggregating. It is the
one of the earliest model. It is the only cnf(ﬁlnblc
based algorithm with an honest performance. In the
bagging algorithm each model has a equal weight
in the ensemble vote. The class which have
maximum votes are considcr&g as outcome for the
given classification problem. In order to show the
inconsistency. bagging trains each model with a
randomly ~drawn subset of training dataset.
Example: Random forest algorithm combine
random dccisionol[cc with bagging to achieve the
higher accuracy. Firstly we have to create the
random samples of the training dl:‘;:;d set and then
build classifier for each sample. These several
classifiers gen&r}ale the final results using average
voting system. This algorithm helps to reduce to

variance error.
Machine
' Learning I
Supenised Unsupenised

Learning Cenrning

= = = ==

Fig 2.1 Classification of Machine
Learning
For feature selection we used Recursive feature
Elimination Algorilmm using Chi2 method and
get 16 top features. After that applied ANN and
Logistic '::'lgorithm individually and compute the
accuracy. Finally, we used proposed Ensemble
Voting method and compute best method for
diagnosis of heart disease. III .Proposed work
SYSTEM FLOW:

et Dz s Agreting —
dizaseed — rprecRsig _,sdxﬁm —_ —’W
b

Fig 3.1 System Flow of the project
Fig shows the process flow diagram or proposed
work. First we collected the Wisconsin Heart
Disease Database from UCI website then pre-
processed the dataset and select 16 important
features.

ALGORITHMS USED:

LOGISTIC REGRESSION:

Assume we needed to make a Calculated Relapse
show to anticipate whether a understudy would
pass or fail given certain factors just like the
amount of hours examined. To be correct, we
require a show that yields the likelihood (a number
between and 1) that a understudy passes. A esteem
of 1 suggests that the understudy is beyond any
doubt to pass while a esteem of suggests that the
understudy will fall flat. In science, we call the
taking after condition a sigmoid work.

e
P =

1+ &Y

Here ,." is the equation of a line.
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y=mx+b

No matter what value we have obtained for y, a
sigmoid function varies from 0 to 1. For example,
when y tends towards negative infinity, the
probability approaches zero.

y— -m
- 1 L - s = B
146 e R

When y tends towards positive infinity, the
probability approaches one.

For instance. suppose that the probability that a
student passes is 0.8 or 80%. We can find the
corresponding position on the y-axis of the new
graph by splitting the probability that they pass by
the probability that they fail and then taking the log
of the result.

Logistic Regression Lxample

- Boundary
+ Falte samples
= Trise sam plos.

Fig 3.2 Logistic Regression

RANDOM FOREST ALGORITHM

Random forest is a supervised learning algorithm
which is applied for the classification moreover as
regression. But be that as it may it's utilized for
classification issues. As we all know that a
woodland implies trees and more trees implies
more vigorous woodland. So also, Arbitrary
Timberland makes choice trees on same
information tests at that point gets the forecast from
each of them and at final chooses the foremost
compelling arrangement by implies of voting. It is
gathering strategy which is superior than one

woodland with the help of taking after steps: * To
begin with, begin with the choice of irregular tests
from a given dataset.

. Next, this algorithm will construct a choice
tree for each sample. Then it'll get the prediction
result from every decision tree. « In this step, voting
is going to be performed for each predicted result.
. At last, select the foremost voted prediction
results as the final prediction result.

The following diagram illustrates the working -

Random Forest Simplified
Instance
Random Forest [ T
- v T

B o

N, S
R R R B o A
SR AAAR JSRADIA
Tree-1 Tree-2 roe-n
Clags-A (.1!“‘-“ Class-13

[Majonity-Voting }

[Final-Class|

Fig 3.3 Random Forest Working

IV Results:

We can detect the heart disease by executing the
program which is saved with the extension of
python in Anaconda Prompt as shown below.

The following screen shot resembles the inputs
forthe person who has no heart attack.

Setanat . dosessba

target

The following screen shot illustrates the inputs for

50



o [2] V. Krishnaiah, G. Narsimha N_
s Subhash Chandra, “Heart Disease
150 Prediction System using Data Mining
5125 Techniques and Intelligent Fuzzy
B Approach: A Review™, International
a Journal of Computer Applications,
L February 2016. [3] Guizhou Hu, Martin M.
050 FRoot, “Building Prediction Models for
025 Coronary Heart Disease by Synthesizing
iiGa ’ . ) | Multiple Longitudinal Research Findings™,
0 1 2 3 European Science of Cardiology, 10 May
et 2005.

[4] T.Mxthals, Dev Mukherji, Nikita Padatla
and Abhiram Naidu, “A Heart Disease
Prediction Model using SVM- Decision
Trees- Logistic Regression (SDL)™,
International Journal of Computer
Applications, vol. 68, 16 April 2013,

V. Conclusion:-

In close future this module of expectation can be

coordinates with the module of mechanized

preparing framework. The framework is prepared

on ancient preparing information set in future

program that can be made indicated modern testing

date ought to too take part in preparing information

after a few settle time. In this paper, we present

around the heart malady forecast framework with

diverse Machine Algorithms for the prediction of

heart disease. The Calculations are Calculated

relapse and Arbitrary woodland; we have analyzed

that the Arbitrary woodland has way better

exactness as compared to Calculated relapse. Our

reason is to move forward the execution of the

Arbitrary woodland by evacuating superfluous and

unimportant properties from the dataset and as it

were picking those that are most enlightening for

the classification errand.
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