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UNIT I CONCEPT OF SAMPLE SPACE

Events, Definition of Probability (Classical, Statistical & Axiomatic) - Addition and
Multiplication laws of probability -Independence - Conditional Probability - Bayes'
theorem - Simple problems.

Random Experiment

An experiment whose outcome or result can be predicted with certainty is called a
Deterministic experiment.

Although all possible outcomes of an experiment may be known in advance the outcome of a
particular performance of the experiment cannot be predicted owing to several unknown
causes. Such an experiment is called a random experiment.

Example:
Whenever a fair dice is thrown, it is known that any of the 6 possible outcomes will occur,
but it cannot be predicted what exactly the outcome will be.

Sample Space
The set of all possible outcomes of an experiment. They are assumed equally likely.

Event
A sub-set of S consisting of possible outcomes.

Probability Definitions
Mathematical Definition

If A is an event of a random experiment and S be the sample space, then
P(A) = (No. of ways A can occur)/(Total no. of possible outcomes)
ie pay="

n(S)

Axiomatic Definition

Given a random experiment, Let A be a mutually, exclusive and exhaustive likely event and

S be the sample space of all possible events. The number P(A) is called the probability

measure of A or simply the probability of A, If the following properties (axioms of

probability) are satisfied

Axiom 1: p(A) =0

Axiom 2: p(§) =1

Axiom 3: for a countable collection of mutually exclusive events A1, Az, .. . Anin S,
p(A1UA; UA3 U ..U A,) =p(4y) +p(42) + p(43) + - p(4n)

Complement of an Event

If A is an event then its complement is A® or A' or A

A complement of an event A can be stated as that which does NOT contain the occurrence of
A.

The probability of the complement of an event is denoted as P(A°) or P(A").

P(A®)=1-P(A)
or it can be stated, P(A)+P(A°) =1



Theorems
Theorem 1: The probability of an impossible event is zero.
Proof: Let S be sample space (certain events) and ¢ be the impossible event.

Certain events and impossible events are mutually exclusive.
P(Swd)=P(S)+P(p) (Axiom 3)
SUG=S
P(S)=P(S) + P(¢)
P(d) = 0, hence the result.

Theorem 2: If 4 is the complementary event of 4. P(A)=1-P(A4)<1.

Proof: Let A be the occurrence of the event
A be the non-occurrence of the event .
Occurrence and non-occurrence of the event are mutually exclusive.
P(A4sA)=P(4)+P(4)
Aud=5 = PA4uA)=P(S)=1
| = P(A)+ P(A4)
P(A)y=1-P(AH<1.

Theorem 3: Addition Theorem On Probability
If A and B be any two events then probability of A or B is
P(A or B)=P(A) + P(B) - P(A N B)

Proof: We know, 4= 4B U AB and B=ABU AR
P(A)= P(AB)+ P(AB) and P(B)= P(AB)+ P(AB) (Axiom 3)
P(A)+ P(B)=P(AB)+ P(AB)+ P(AB)+ P(AB)
=P(AwB)+ P(A~E)

Note: 1 P(A or B) is the probability of the occurrence of at least one of the events.
Note 2: P(A and B) is the probability of the occurrence of both A and B at the same time.

Mutually Exclusive Events:

Mutually exclusive events are those where the occurrence of one indicates the non-
occurrence of the other

or When two events cannot occur at the same time, they are considered mutually exclusive.

Note: For a mutually exclusive event, P(A and B) = 0.
Problems

1. A coin is thrown 3 times .what is the probability that at least one head is obtained?
Sol: Sample space = [HHH, HHT, HTH, THH, TTH, THT, HTT, TTT]
Total number of ways =2 x 2 x 2 =8. Fav. Cases =7
P(A)=7/8
or
P (of getting at least one head) =1 — P (no head)= 1 — (1/8) =7/8



Find the probability of getting a numbered card when a card is drawn from the pack of
52 cards.

Sol: Total Cards = 52. Numbered Cards = (2, 3,4, 5, 6, 7, 8,9, 10) 9 from each suit 4
x9=36

P (E)=36/52=9/13

There are 5 green 7 red balls. Two balls are selected one by one without replacement.
Find the probability that first is green and second is red.
Sol: P (G) x P (R)=(5/12) x (7/11) = 35/132

Find the probability that a leap year has 52 Sundays.

Sol: A leap year can have 52 Sundays or 53 Sundays. In a leap year, there are 366
days out of which there are 52 complete weeks & remaining 2 days. Now, these two
days can be (Sat, Sun) (Sun, Mon) (Mon, Tue) (Tue, Wed) (Wed, Thur) (Thur,
Friday) (Friday, Sat).

So there are total 7 cases out of which (Sat, Sun) (Sun, Mon) are two favorable cases.
So, P (53 Sundays)=2/7

Now, P(52 Sundays) + P(53 Sundays) = 1

So, P (52 Sundays) = 1 - P(53 Sundays) = 1 — (2/7) = (5/7)

From a pack of cards, three cards are drawn at random. Find the probability that each
card is from different suit.

Sol: Total number of cases = >2Cs

One card each should be selected from a different suit. The three suits can be chosen
in *C; ways

The cards can be selected in a total of (*C3) x (**C1) x ("*C1) x (*C))

Probability = *Cs x (3Cy)? /32C;

=4x(13)}/32Cs

Two dice are thrown together. What is the probability that the number obtained on
one of the dice is multiple of number obtained on the other dice?

Sol: Total number of cases = 6> = 36

Since the number on a die should be multiple of the other, the possibilities are

(1,1 (2,2)@3,3) -—--- (6, 6) --- 6 ways

2, 1D1,2) (1,44 1DHA,3)@3E, D) (1,56, 1)(6, 1)1, 6) --- 10 ways

(2,4)(4,2) (2,6)(6,2) (3, 6) (6, 3) -- 6 ways

Favorable cases are =6 + 10 + 6 =22. So, P (A) =22/36 =11/18

A lot consists of 10 good articles, 4 with minor defects and 2 with major
defects. Two articles are chosen from the lot at random(with out
replacement). Find the probability that (i) both are good, (i) both have major
defects, (111) at least 1 1s good. (iv) at most 1 is good, (v) exactly 1 is good.
(vi) neither has major defects and (vii) neither is good.

Solution :

. 10C>» 3

(1) P( both are good) = £ ==

16C> 8

o

(1)  P(both have major defects) = X _ )
16Cy 120
(i11)  P(at least 1 is good) = HepcrTiNes 1
16C> 8

10CH6Cy +10C16C, 5

(iv) P(at most 1 1s good) =
16C> 8



(v)  P(exactly 1 is good) = LS o
16C> 2
A i g 4CH
(vi) P(neither has major defects) = izt L
16C; 120
(vi1) P(neither is good) = il el
- 16C; 8

Conditional probability

Conditional probability is calculating the probability of an event given that another event has
already occurred

Definition of Conditional Probability:

The probability of an event A is given then another event B occurred is called conditional
probability of A given B. It is denoted by P(A/B).

P(A/B) =P(A N B)/P(B) or P(A|B) =P (A and B) / P(B)
Similarly, when the probability of Y given X is
P(B/A) =P(A N B)/P(A)

Example: In a class, 40% of the students study math and science. 60% of the students study
math. What is the probability of a student studying science given he/she is already studying
math?

Solution

P(M and S) = 0.40

P(M) =0.60

P(SM) = P(M and S)/P(S) = 0.40/0.60 = 2/3 = 0.67
Multiplication Theorem of Probability:

In an experiment suppose, A and B are any two events then probabilities of both A and B is
given by

P(A N B) = P(A) - P(B/A) —--rmmmemev (i)
or
P(A N B) = P(B) - P(A/B) ~—-mmemmem (ii)

A theorem of Total Probability

Statement: Let A1, Az,...,An be a set of events associated with a sample space S, where all
the events A1, Aa,...,An have non-zero probability of occurrence and they form a partition
of S. Let B be any event associated with S, then

P(B) = ) P(A)P(BIAL)
k=1



Baye's Theorem

Statement: Let A1, Az,...,An be a set of events associated with a sample space S, where all
the events A1, Aa,...,An have non-zero probability of occurrence and they form a partition
of S. Let B be any event associated with S, then

P(A)P(B|A;)

PAB) = S AP GBIAD

foranyk=1,2,3,....,n

Problems

1. Three bags contain 3 red, 7 black; 8 red, 2 black, and 4 red & 6 black balls respectively. 1
of the bags is selected at random and a ball is drawn from it. If the ball drawn is red, find
the probability that it is drawn from the third bag.

Sol: Let E1, E2, E3z and A are the events defined as follows.

E: = First bag is chosen

E> = Second bag is chosen

E3 = Third bag is chosen

A = Ball drawn is red

Since there are three bags and one of the bags is chosen at random,
so P (E1)=P(E2)=P(E3)=1/3
If E| has already occurred, then first bag has been chosen which contains 3 red and 7 black
balls. The probability of drawing 1 red ball from it is 3/10.
So, P (A/E1) = 3/10,
similarly P(A/E2) = 8/10, and P(A/E3) = 4/10.
We are required to find P(E3/A) i.e. given that the ball drawn is red,
The probability that the ball is drawn from the third bag

P(E3)P(A|E;)

P(E;|A) =
Esld) = S @IE) 7 P(E)PWAIE,) + P(Eys) PAIES)
1 A
, . 3 10 _4

X—t+—X—+—X—
3 10 3 10 3 10

2. The bag I contains 4 white and 6 black balls while another Bag II contains 4 white
and 3 black balls. One ball is drawn at random from one of the bags and it is found
to be black. Find the probability that it was drawn from Bag I.

Solution:

Let A be the event of choosing the bag I, A the event of choosing the bag Il and A be the

event of drawing a black ball.

Then,P(A1) =P(A2)=1/2

Also,P(AJE1) = P(drawing a black ball from Bag I) = 6/10 = 3/5

P(A|E2) = P(drawing a black ball from Bag II) = 3/7

By using Bayes’ theorem, the probability of drawing a black ball from bag I out of two bags,

P(E)P(AlE,)

P(E1|4) = P(A|E)) + P(E,)P(A|E,)




. 1/2x3/5 _
T 1/2%x3/7+1/2%x3/5 7/12
3. A bolt is manufactured by 3 machines A, B, C . A turn out twice as many items as B and

machines B and C produce equal number of item. 2%of bolts produced by A and B are
defective

and4% of bolts produced by C are defective. All bolts are put into 1 stock pile and 1 is

chosen from this pile. What is the probability that it is defective?
Solution

Let A= The event in which the item has been produced by machine A
B= The event in which the item has been produced by machine B
C=The event in which the item has been produced by machine C
D= The event of the item being defective

P(A) = P(B) =1=P(
P(D/A) = 1 = (;).P(D/C) ==

100
By theorem on total probability

P(D) = P(A)P(D/A) + P(B)P(D/B) + P(C)P(D/C)
Sl Iyl gl d S
27 100 X 100 X T00 — 20
4. For a certain binary communication channel, the probability that a transmitted 0 is
received as a 0 is 0.95and the probability that a transmitted 1is received asl is 0.9. If the

probability that a 0 is transmitted is 0.4. Find the probability that (i) a 1 is received and
(i1) a 1 was transmitted given that a 1 was received.

Solution
Let A= The event of transmitting 1
A= The event of transmitting 0
B= The event of receiving 1
B= The event of receiving 0

P(4) = 0.6,P(A) = 0.4
P(B/A) =0.9,(B/A) = 0.9, (B/A) = 0.05
By the theorem of total probability

P(B) = P(A)P(B/A) + P(A)P(B/A)
=0.6x09+0.4x0.05=0.56
By Baye's theorem,

palD) = P(A)P(B|A) _06x.9 27
P(A)P(B|A)) + P(A)P (%) 0.56 28
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UNIT I RANDOM VARIABLES

(Discrete and Continuous) Distribution function - Expected values & moments - Moment
generation function -probability generation functions — Examples.

Definition: Random Variable
A random variable is a function that assigns a real number X(s) to every element seS, Where S is
the sample space corresponding to a random experiment.

Discrete Random Variable

If X is a random variable that can take a finite number or countably infinite number of values, X is
called a discrete RV, when the RV is discrete, the possible values of X may be assumed as
X1,X25 X0y «-v -

Probability Function

The probability distribution of a discrete random variable is a list of probabilities associated with
each of its possible values. It is also sometimes called the probability function or the probability
mass function.

Suppose a random variable X may take & different values, with the probability that
X = x; defined to be P(X = x;) = pi. Then p; is said to be probability function or probability mass
function or point probability function provided p; must satisfy the following conditions:
@D0<pi<lIforalli
(i)prtp>+..+pi=1@e) Yipi=1

Example:
Suppose a variable X can take the values 1, 2, 3, or 4.
The probabilities associated with each outcome are described by the following table:
Outcome 1 2 3 4
Probability 0.1 0.3 0.4 0.2
The probability that X is equal to 2 or 3 is the sum of the two probabilities
PX=20orX=3)=PX=2)+PX=3)=03+04=0.7.
Similarly, the probability that X is greater than 1 is equal to
PX=21)=1-PX<1)=1-PX=1)=1-0.1=0.9.

Continuous Random Variable
If X is an RV that can take all values in an interval, then X is called a continuous random variable.

Probability Density Function

If X is a continuous random variable such that f(x) is called the probability density function of X
provided f(x) satisfies the following conditions:

(1) f(x) = o, for all xeRx

(ii) fj, fOOdx =1

Moreover, P(a < X < b)or Pla< X <b) = f;f(x)dx

Cumulative Distribution Function (CDF),

If X is an RV, discrete or continuous, then P(X < x) is called the cumulative distribution function

of X or distribution function of X and denoted as F(x).
If X is discrete,



F(x)=2xj

j
If X is continuous,

F(x) =p(—o<X<x)= fx f(x)dx

Properties of the cdf F(x)

1. F(x) is a non-decreasing function of x;
(i.e) If x1<x2 then F(x1)<F(x2).

2. F(-0)=0 and F(x0)=1.

3. If X is adiscrete R V taking values xi, xa, ...,
where x1< x2< X3<....<Xi-1<Xi<..., then P(X=x;)=F(xi)-F(xi.1).

4, If X is a continuous RV, then :—x F(x) = f(x),at all points where F(x)
is dif ferentiable.

Problems:
1. A random variable X has the following probability distribution
X 0 |[1]2 [3 |4 |5 |6 7
Px) |0 |K|2K |2K |3K | K* |2K? | 7K*+K
Find (i) the value of K, (i1) P(1.5<X<4.5/X>2)
(ii1) The smallest vale of A for which P(X<A)>1/2.

Solution
(i) We know that for a discrete RV X,

Zpi=1
L

Therefore, 10K>+9K=1

10K2+9K-1=0

(10K-1)(K+1)=0&

K=1/10 or K=-1.

But If K=-1, then the value of P(x) is negative.

Therefore K=1/10

(i) P(1.5<X<4.5/X>2)=P(A/B) = Pf:i;f)
P S<X<25)0PX>2) _ P(X=3)+P(X=4)
P(X>2) = P(X=3)1P(X=1)+P(X=5)+P(X=6)1 P(X=7)

5
—10.5

7

10
(ii1) By trails,

P(XSO):O;P(XSZ):%

P(X£3)=%;P(Xs4)=%

Therefore, the smallest value of A satisfying the condition P (X <X)>1/2 is 4.

2. Ifthe random variable X takes the values 1,2, 3 and 4 such that
2P(X=1)=3P(X=2)=P(X=3)=5P(X=4). Find the probability distribution and cumulative
distribution function of X.



solution
Let P(X=3)=30K.
Therefore 2P(x=1)=30K

:>P(x=1)=3OTK=15K

P(X =2)=10
P(X =4)=6K

‘.‘ZP{ZI
S15K +10K +30K +6K =1

:>K:i
61

The proobability distribution of X is given in the following table
X=i| 1 2 3 4

Pi | 15/61 | 10/61 | 30/61 | 6/61
The cdf F(x) is defined a F(x)=P(X<x)

When x<1, F(x)=o0

When 1<x<2, F(x)=P(X=1)=15/61

When 2<x<3, F(x)=P(X=1)+P(X=2)=25/61

When 2<x<4, F(x)= P(X=1)+P(X=2)+P(X=3)=55/61
When X>4, F(x)= P(X=1)+P(X=2)+P(X=3)+P(X=4)=1

3. A continuous RV has a pdf f(x)=3x%, 0<x<1.Find a and b such that
(1) P(X<a)=P(X>a) , and (ii) P(X>b)=0.05

Solution
(1) P(X<a)=P(X>a

j3x2dx = j3x2dx
0 a

3 3
=a =l-a
=24 =1=4"=05
. a=0.7937
P(X >b)=0.05

1
[3x dx =005
b

b’ =95

b=0.9830

4. If the density function of a continuous RVX is given by
f(x)=ax 0<x<l



=a , I1<x2

=3a-ax, 2<x<3

=(, elsewhere
(i)Find the value of a
(i1)Find the cdf of X

Solution
(1) Since f(x) is a pdf,

j F(x)dx=1
R.

= jf(x)d -1

f(x)dx +'2f f(x)dx +j. f(x)dx=1

2 3
axdx +I adx +I (Ba—-ax)dx=1
1 2

2a=1

a=0.5
F(x)=P(X <x)=0,whenx <0

F(x)=| gdxz X hwhen0<x<1
0
X 1
= de+ dez———whenléxSZ

~

1

2 X 2
dx+jldx+.[(§_£de=§x———§,when2ﬁxﬁ3

1 2 4 4

F(x)=P(X £x)=0,whenx <0

F(x) :Igdx:x4,when0 <x<l1

(=]

1 X
=Izdx+jldx=£——whenlﬁx£2
02 1 2 2
by 31, i3 x 3 * s
=I—dx+j—dx+j(———jdx=—x—x———,when2£xﬁ3
02 1 2 2 2 2 4 4



. — X << oo .
A random variable X has density function f(x)= =I 1+ . Determint
0 . Othervise

and the distribution functions. Evaluate the probability P(x = 0).

Solution:
Since ff{.\'}dx:l
* K
[ = dv=1
LlexT
T dr
ri ‘1=1
L 1+x°
K(‘rml_l ) =1
T [ & _
772/
Kr=1
l
K =—
T K
F[H—th]d =J—,(h
e lexT
1 )
=— tan” x— ——‘
T . 2
— —+tan e
x| 2
17 o 1 ®
——J * — t'm )
TOI 2
=—|——tan O‘——
Expectation

For a discrete Rv
The expected value is the sum of: [(each of the possible outcomes) X (the probability of the

outcome occurring)].

EX0)=Y x,P,
EX)=Yx; P,

Properties of Expectations
1. E(ax+bY)=aE(X)+bE(Y)
2. E(aX)=aE(X)
3. E(aX+b)=aE(X)+ b
4 EXY)=EX)E(Y), If X and Y are independent RV



Example
What is the expected value when we roll a fair die?

There are six possible outcomes: 1, 2, 3, 4, 5, 6. Each of these has a probability of 1/6 of occurring.
Let X represent the outcome of the experiment.

Therefore P(X = 1) = 1/6 (this means that the probability that the outcome of the experiment is 1 is
1/6)

P(X =2) = 1/6 (the probability that you throw a 2 is 1/6)
P(X =3) = 1/6 (the probability that you throw a 3 is 1/6)
P(X =4) = 1/6 (the probability that you throw a 4 is 1/6)
P(X = 5) = 1/6 (the probability that you throw a 5 is 1/6)
P(X = 6) = 1/6 (the probability that you throw a 6 is 1/6)
E(X)=IxP(X=1) + 2xP(X =2) + 3xP(X = 3) + 4xP(X=4) + 5xP(X=5) + 6xXP(X=6)
Therefore E(X) =1/6 + 2/6 +3/6 + 4/6 + 5/6 + 6/6 =1/2

So the expectation is 3.5 . If you think about it, 3.5 is halfway between the possible values the die
can take and so this is what you should have expected.

Variance

The variance of a random variable tells us something about the spread of the possible values of the
variable. For a discrete random variable X, the variance of X is written as Var(X).

e Var(X)=E[ (X-m)*] where m is the expected value E(X)
This can also be written as:
e Var(X) = E(X?) — m?>= E(X?)-(E(X))
The standard deviation of X is the square root of Var(X).
Note that the variance does not behave in the same way as the expectation when we multiply and
add constants to random variables. In fact:
e Var[aX + b] =a’Var(X)
Because: Var[aX + b] = E[ (aX + b)? ] - (E [aX + b])*.
= E[ a?X? + 2abX + b?] - (aE(X) + b)?
= a’E(X?) + 2abE(X) + b? - a’E*(X) - 2abE(X) - b?
= a’E(X?) - a’EX(X) = a’Var(X)

Properties of Variance

1. Var(X)>0

2. Var(aX+b)=a’>Var(X)

3.Var(aX+bY)= a*Var(X)+ b*Var(Y), If X and Y are independent

Definition: Let X be a continuous random variable with p.d.f. fx(z). The ex-
pected value of X is

E(X) —/ xfy(x)d.



For Var( X'), we use

Var(X) = B(X?) — {E(X)}* .

Now
0 2 2
E(X?) = / 22 fx(x)dx = / w2 x 20 %dr = / 2dx
S —00 J1 oS1
2
= [ 2.'I:j|
1
= 2x2—-2x1
= 2
Thus

Var(X) = E(X’) - {E(X)}?
= 2 — {2log(2)}?
= 0.0782.

Example: Let X be a continuous random variable with p.d.f.

. 2072 forl <z < 2,
fx(z) =

0 otherwise.

Find E(X) and Var(X).

2 2

E(X)= [ x fy(x)de = [_ rx2r 2 dr = [_ 207 dx
S —o0 J1 J1

2

= [2 lug[ﬂr}}

1

= 2log(2) — 2log(1)

= 2log(2).

Moments

The nth moment of a distribution (or set of data) about a number is the expected value of the nth
power of the deviations about that number. Moments are about the mean,

and about the origin.

e The nth moment of a distribution about the origin is given by E(X")
e The nth moment of a distribution about the mean is given by E((X—p))"

Then each type of measure includes a moment definition.



The expected value, E(X), is the first moment about the origin.

The variance, Var(X), is the second moment about the mean, E(X—p)?

A common definition of skewness is the third moment about the mean, E((X—u)?
A common definition of kurtosis is the fourth moment about the mean, E((X—p)*

Since moments about the origin are typically much easier to compute than moments about the
mean, alternative formulas are often provided.

Var(X)=E(X—p)*=E(X*)-E(X)’

Var(X)=E((X—p)*=E(X*)—E(X)?. This formula was derived earlier.
Skew(X)=E((X—n)*=E(X*)-3E(X)E(X?*)+2E(X)
Kurt(X)=E((X—1))=E(X*)—4E(X)E(X?)+6E(X)2E(X2)—3E(X)*

Moment Generating Functions

Since each moment is an expected value, and the definition of expected value involves either a sum
(in the discrete case) or an integral (in the continuous case), it would seem that the computation of
moments could be tedious. However, there is a single expected value function whose derivatives can
produce each of the required moments. This function is called a moment generating function.

In particular, if X is a random variable, and either P(x) , f(x) are the PMF and PDF of the distribution
(the first is discrete, the second continuous), then the moment generating function is defined by the
following formulas.

Problem
Find moment generating function to the following probability distribution

X=z | P(X=1x)

X=10 0.4
X=1 0.35
X =12 0.25

Solution

Moment generating function

Mx(t) = E(e™)
= Z e P(x)
allx

— 0.4e" + 0.35e!" + 0.25¢%
— 0.4 + 0.35¢" + 0.25e%

Now the moments can be obtained by differentiating Mx(t)



M§(t) = 0.35¢" + 0.5¢™ M{(0) = 0.35 + 0.5 = 0.85

)
M(t) = 0.35¢" + ¥ M§(t) =035 +1=1.35
M (t) = 0.35¢" + 2 MP () =035+2=235
(4) t 2t (4) gy _ _
My '(t) = 0.35e" + 4e My (t) =0.35+4 =435 .
x (1) c x () Find the moment
generating
function for f(x) =4e™** , 0<x<co
Mx(t) = E{em}
oo
= f e f(z) dx
0
o0
= f ede T dy
0
oo
= f 4elt- 47 g5
0
4 =
= — et , t<4(assumed)
—4
= —— = —4(t—4)!
P (t—4)

The moments are given below by differentiating the moment generating functionMx(t)

M) =4(4) ? =
Mi(t)=4(t —4) ? : 1
Myg(t) = —8(t —4) ° M) = -8(-4) " =3
MP) () = 24(t — 4) * MO () — 2a(-4) 4 = >
MO () = —o6(t —4) ° . ”

MO () — o6(4)F = >
Other measures are
, 1
E(X)=M'(0) =
Var(X) = E(X?) - E(X)?
1 1\ 1
-8 (Z) 16
Skew(X) = E(X%) — 3E(X)E(X?) + 2E(X)*
3 1\ (1 1\* 1
% 2(3) (5) () -

Kurt(X) = E(X*) — 4E(X)E(X") + 6E(X)’E(X?) — 3E(X)*
3 1\ /3 1\*/1 ' 9
~51(3) (@) ++(3) (5)*(3) ==
Probability Generating
Function (PGF)

The probability generating function (PGF) is a useful tool for dealing with discrete random variables
taking values 0, 1, 2, . . .. Its particular strength is that it gives us an easy way of characterizing the
distribution of X +Y when X and Y are independent. In general it is difficult to find the distribution



of a sum using the traditional probability function. The PGF transforms a sum into a product and
enables it to be handled much more easily.

The name probability generating function also gives us another clue to the role of the PGF. The PGF
can be used to generate all the probabilities of the distribution. This is generally tedious and is not
often an efficient way of calculating probabilities. However, the fact that it can be done demonstrates
that the PGF tells us everything there is to know about the distribution.

Definition: Let X be a discrete random variable taking values in the non-negative
integers {0,1,2,...}. The probability generating function (PGF) of X is
Gx(s) = E(sY), for all s € R for which the sum converges.

Calculating the probability generating function

o0

Gx(9) =B (%) = 3" B(X =)

x=l}

Properties of
PGF
1. Gx(0) = P(X = 0):

Gx(0) = "XxP(X =0)+0 xP(X=1)4+0xPX =2)+...
Gx(0) = P(X =0).

o0 0

2. Gx(1)=1: Gx()=) 1"P(X=2)=)» P(X=2z)=1

=l =l

PGF of some Discrete distributions

Example 1 For Binomial Distribution
Tl
T

Let X ~ Binomial(n,p), so B(X =z) = ( )p"'q”_"' forz=10,1...

n

Gxls) = Y & (:) o

=0

= Z (”) (ps)*q"™*
x

I —'0
= (ps+q)" by the Binomial Theorem: true for a

Thus Gx(s) = (ps+q)" forall s € R.



Example 2: Poisson Distribution

AJ’.‘
Let X ~ Poisson(A), so P(X = z) = —Ie_)\ forz=0,1,2,....
!

A Y (As)*
o T Z x!

z=0

Gx(s) =Y
x=l

= e ™) forall s e R.
Thus Gx(s)=e*s"1  forall s € R.

Example 3: Geometric Distribution

Let X ~ Geometric(p), so P(X =z) = p(l—p)" =p¢" forz = 0,1,2,..,,
where g=1— p.

oc
GX (‘;) = z sllpqr Gt X Geom08) 1o nfinity f
z=0 ': : i
= 1) (as)" : | ]
x=0 -5 0 s 5
P
for all s such that |qs| < 1.
1—gs

Thus Gx(s) = . - for |a|<l
1-gs q
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UNIT III CONCEPTS OF BIVARIATE DISTRIBUTION

Correlation

The word correlation is used in everyday life to denote some form of association. In statistical
terms, we use correlation to denote association between two quantitative variables. Correlation is a
statistical technique that can show whether and how strongly pairs of variables are related.

Correlation Coefficient

The correlation coefficient, r, is a summary measure that describes the extent of the statistical
relationship between two variables. The correlation coefficient is scaled so that it is always between
-1 and +1. When r is close to 0 this means that there is little relationship between the variables and
the farther away from 0, r is, in either the positive or negative direction, the greater the relationship
between the two variables.

Types of Correlation

o Positive Correlation — when the value of one variable increases with respect to another.
o Negative Correlation — when the value of one variable decreases with respect to another.

e No Correlation — when there is no linear dependence or no relation between the two
variables.

o Correlation can have the following

1 is a perfect positive correlation
0 1s no correlation (the values don't seem linked at all)
-1 is a perfect negative correlation

Positive correlation Negative correlation No correlation

The points lie close to a The points lie close to a There is no pattern to

straight line, which has
a posttive gradient.

This shows that as one
variable increases the

straight line, which has
a negative gradient.

This shows that as one
variable increases, the

the points.

This shows that there 1s
no connection between
the two variables.

other increases. other decreases.

Correlation

Correlation shows the relation between two variables. The correlation coefficient shows the
measure of correlation. To compare two data sets we use a measure called correlation coefficient.
Karl-Pearson Correlation Coefficient Formula

The most common formula is the Pearson Correlation coefficient used for linear dependency
between the data set. The value of the coefficient lies between -1 to +1. When the coefficient comes



down to zero, then the data is considered not related. While, if we get the value of +1, then the data

are positively correlated and -1 has a negative correlation.

Karl-Pearson correlation coefficient is given by

HX.T) = CO:(j. )
X~y
S
= (x L ’ )
r(X. 1) =— L
|I Z xf] _ || Z ) "r'] _
i [ E—-0)

V n

Zn: (x, = %)y, -7

1

i=1

{i(x,- —f)?i (o, —.F)E}

ta |

HX.Y) =

The coefficient of multiple correlation lies between 0 and 1.

Problems
1.
Calculate the correlation coefficient between X and Y from the following data

i(Xf ~X)y-T)=122

15 15
S, -X) =136 Sy -F) =138
i=1 i=1 i=1
Solution:
e v o 122
Wehave o Z0Y0CD oSS k) =089
?(‘ I = T -\136\138

{Z (=920, - r)z}z
it has no units of

is a dimensionless number;

The correlation coefficient
The maximum value r can achieve is 1, and its minimum value is —1.

measurement.
Therefore, for any given set of observations, —1<r< 1.



2. A computer operator while calculating the coefficient of correlation between two

variables X and Y for 25 pairs of observations obtained the following constants: X = 125,
Y =100, XY = 508, $X* = 650, YY?=460. However it was later discovered at the time
of checking that he had copied two pairs as (6,14) and (8,6) while the correct pairs were
(8,12) and (6,8). Obtain the correct correlation coefficient.

Solution:

The formula involved with the given data is, (X.7) 17*(‘(1‘)
A = —
' 2 &
| I A 0
\l i=1 —(.\') 2 ‘\l i=1 _(‘1_.) 2
n h

The Corrected X =Incorrect X — (6+8) + (8+6) = 125
Corrected }Y = Incorrect Y — (14+6) + (12+8) =100
Corrected ¥X° = Incorrect $X° — (6°+8%) + (8°+67) = 650
Corrected YY? = Incorrect YY? — (147+67) + (12°+8%) = 436

Corrected 3 XY = Incorrect > XY — (84+48) + (96+48) = 520

520
——(5x4)
Now the correct value of correlation coefficientis, r(X.Y)=— 2 ‘ =0.67
(650 _, [436 ,
v
V25 \ 25

3. Calculate the correlation coefficient for the following heights (in inches) of fathers x
and their sons Y.

X 65 66 67 67 68 69 70 72
Y 67 68 65 68 72 72 69 71
Solution

X Y Xy X’ r

65 67 4355 4225 4489

66 68 4488 4359 4624

67 65 4355 4489 4285

68 72 4896 4624 5184

69 72 4968 4761 5184

70 69 4830 4900 4761

72 71 5112 5184 5041

Y X =544 | Y Y=552 | > X¥=37560 | > X*=37028 | > ¥>=38132




544

=22 _68
8

?=Q=g=69
n 8

XY =68x69=4692

1 — i
oy =J—Zx2 -xX =J§(3?028)—682 —J1628.5-4624 =2.121

]

Zx
n

n

Cov[X,Y]=lZXY—E}_’=%(3?650]—68><69
mn

=4695—-4692=3
The correlation coefficient of X and ¥ 1s given by
r(X,}’]=CGv(X’Y}= 3
T, Oy (2.121)[2.345)
= 3 =0.6032 .
4.973
4. Compute the correlaion between X and Y, using the following data
X 1 3 5 7 8 10
Y 8 12 15 17 18 20
Solution

Xi yi Xi2 Yi2 XiYi

1 8 1 64 8

3 12 9 144 | 36

5 15 25 225 |75

7 17 49 289 119

8 18 64 324 | 144

10 20 100 |400 |200

7 17 49 289 119

34 90 248 | 1446 | 582

Thus n1=6
S x =343y =903 x; =248, Y . =144,
le_yizsgz
DY PPN
P - x Xy -

r=0.9879

=

5. The data below summarized the relationship between the number of employees (x)
and the number of openings (y) at 11 Boston area hospitals.



(b) The coefficient of determination, ¥ =0.8444=0.713

This means that 71% of the variations m the number of openings can be explained by the linear relationship
between 1t and the number of employees.

(b) Find the coefficient of determination and interpret its value.
Solution: n=11

" NE )~ Ex)Ey)
{a) The correlation coefficient is given by the formula: Sz - (Zx)R - fnzpt)- ErR

- 11(1507043)— (56562)(2611)
So from data:  J 11A56525134) — (565622 - [T1(31814D)— (26112

544558/
So’ = IO 5561) - (1477.2671) ~ 0oW4

properties of correlation
The coefficient of Correlation lies between -1 and +1.

Coefficients of Correlation are independent of Change of Origin.

Coefficients of Correlation possess the property of symmetry.

Coefficient of Correlation is independent of Change of Scale.

Co-efficient of correlation measures only linear correlation between X and Y

Rank correlation
If the ranks of two variables X and Y are given(ranks are not repeated)

65" d? where d; = difference in paired ranks and n = number of cases.
1

p= ez e =0 o
n(n*>—1) For tied ranks

CF=m(m2-1)/12

——1_6Zd2+CF

P -1

Problems

Example 1: Suppose we have ranks of 8 students of B.Sc. in Statistics and
Mathematics. On the basis of rank we would like to know that to what extent
the knowledge of the student in Statistics and Mathematics is related.

Rank in Statistics 1 2 3 4 5 6 7 8

Rank in Mathematics 2 4 1 5 3 8 7 6

Solution: Spearman’s rank correlation coefficient formula is

ﬁidf
A -
nin- =1)

Let us denote the rank of students in Statistics by R and rank in Mathematics
byR . For the calculation of rank correlation coefficient we have to find

Zd,: which 1s obtained through the following table:



Rask fa Rink i Difference of

Statistics | Mathematics — df
®.) k) |@=RR)

1 2 -1 1

2 4 -2 4

3 1 2 4

4 5 -1 1

5 3 2 4

6 8 -2 4

7 7 0 0

R 6 2 4

Y =09

Here, n = number of paired observations = 8

6y d7 2
y3Lh Mmoo DR g

S [ s 504 504

Sometimes we do not have rank but actual values of variables are available. If
we are interested in rank correlation coefficient, we find ranks from the given
values. Considering this case we are taking a problem and try to solve it

Example 2: Suppose we have ranks of 5 students in three subjects Computer,
Physics and Statistics and we want to test which two subjects have the same
trend.

Rank in Computer 2 4 5 1 3
Rank in Physics 5 1 2 3 4
Rank in Statistics 2 3 5 1 1

Solution: In this problem, we want to see which two subjects have same
trend i.e. which two subjects have the positive rank correlation coetficient,

Here we have to calculate three rank correlation coefficients

1., = Rank correlation coetficient between the ranks of Computer and Physic:

125

r,,, = Rank correlation coetficient between the ranks of Physics and Statistics

13

I,, = Rank correlation coefficient between the ranks of Computer and

Statistics
Let R, R, and R, be the ranks of students in Computer, Physics and
Statistics respectively.



Let R, R, and R, be the ranks of students in Computer, Physics and
Statistics respectively.

Rank in Rauk‘ in H.ank i_n du= | d? | G | @ | di= |y
Computer | Physics | Statistics
(Ry) ®R)  |®y MR - i
2 B 2 4 9 3 9 0 0
4 1 3 3 9 = 4 1 1
5 2 5 3 9 =4 9 0 0
1 3 4 -2 4 -1 1 |-3 9
3 1 1 -1 1 -3 9 A R
Total 32 32 14
Thus,

> dj, =32, > d}, =32 and D dj,=14.

Now
6y d° 32
T, =1- Z,: = :I—EMJ =I—§:—}-=—{].ﬁ
E n(n--1) 5% 24 5 5
BOXH s 5x3200 Sl

L=l = =
- n(n® -1) 5% 24 ]

6% d2
> L

r.=]-—<= L= =
e n(n®-1) 5%24 10 10

r,,, Is negative which indicates that Computer and Physics have opposite

trend. Similarly, negative rank correlation coefficient r,,, shows the opposite

3. Calculate tied rank correlation coefficient from the following data

Expenditure on

2 2
advertisement 10| 15 14 25 14 14 20 22

Profit 6| 25 |12 |18 [ 25 |40 | 10 | 7
3 v
6{83.5(]+ SxER 3}
12 12
r=1-
: 8X 63

. 6(83.50 +2.50)
s 504

’ 504
r=1-1.024= - 0.024

There is a negative association between expenditure on advertisement and
profit.



Regression Lines

Correlation describes the strength of an association between two variables and is completely
symmetrical, the correlation between A and B is the same as the correlation between B and A.
However, if the two variables are related it means that when one changes by a certain amount the
other changes on an average by a certain amount.

If y represents the dependent variable and x the independent variable, this relationship is described
as the regression of y on x.

The relationship can be represented by a simple equation called the regression equation. In this
context "regression" (the term is a historical anomaly) simply means that the average value of y is a
"function" of x, that is, it changes with x.

The regression equation representing how much y changes with any given change of x can be used
to construct a regression line on a scatter diagram, and in the simplest case this is assumed to be a
straight line.

Properties of the Regression coefficient
e [tis denoted by b

e Both regression coefficients must have the same sign. If byy is positive, bxy will also be
positive and vice versa.

e If one regression coefficient is greater than one then the other one is less than one.

I =,/ byx.bxy

Regression coefficients are classified as:
(1) Simple, partial and multiple

(2) Positive and negative and

(3) Linear and non-linear.

Regression Coefficients are

—_ X
b;r.}' = "? , where
¥
o
_ .y
b,=r—
JX
Z _—
and xy—xy
-
0,0,

The regression line of Xon Y is



x—J—EZbe (y—;)

The regression line of Y on X is

y—;:bﬂ (x—;)

Problems. 1

Find the regression lines:

X 6 8 10 18 20 23
Y 40 36 20 14 10 2
Solution
X Y X2 V& XY
6 40 36 1600 240
) 36 64 1296 288
10 20 100 400 200
18 14 324 196 252
20 10 400 100 200
23 2 529 4 46
Y X =85> ¥=122 | > X*=1453 | > ¥*=3596 | > XYV =1226
Xo2X 8 47 722122 505
n 6 n

n

Yxy -— 1226

DL A ~(14.17)(2033)
= n =
o0, (6 44)(13.63)
b, =r—x=-095x 844 445
o, 13.63
b, =rZ = 005x 2B _ 501
- 6.44

2 2
o, = zy (Zy} —\,—3536—(%} ~13.63

=—0.95




The regression line X on Y is
x-x=by(y-y)=x1417=-045(y )

= x=-045y+23.32

The regression line ¥ on X is

y-y=b, (x—;):>y—20.33272.01(x714.17)
= y=-201x+48.81

2. Using the given information compute Also compute  X¥,7 and r. ox when oy=2.

2x+3y=8 and4x+ y=10.

Solution
2x+3y =8--—-———- (1)
4x+y=10-------—--—--(2)
(Dx2=4x+6y=16 - (3)
(2)-(3)=-5y=-6
=>y= g

Equation (1)= 2x+ 3[%] =8

:>2x:8—§

11
=S x=—

5
e x=lgy-®

5 5
To findr, Let 2x+3y =8 be the regression equation of X on Y.

2x=8—3y:>x=4—%y

= b,, =Coefficient of ¥ in the equation of X on ¥ = 3

Let 4x+ y =10 be the regression equation of ¥ on X
= y=10-4x
= b,, =coefficient of X" in the equationof ¥ on X =-4.

r=+b b,

—— | == |(-4 . b_ & b__are negative
2 Xy »x



Since 7 is not in the range of (—1 <r< 1) the assumption is wrong.

Now let equation (1) be the equation of ¥ on X

8 2x
Y7373

= b,, = Coefficient of X' in the equation of ¥ on X

2

b,=——

»x 3
from equation (2) be the equation of X on Y

1

b, =——

vy

To compute &, from equation (4) b = -

a
But we know that b, =r—
' a

2 o,
= ——=0.4081x—
3 2
=0, =-3.26
Partial Correlation Coefficient:

Partial correlation coefficient provides a measure of the relationship between the
dependent variable and other variables, with the effect of the most of the variables
eliminated.

Let r,5 be the coefficient of partial correlation between X, and X, keeping X
constant, then

- Ty; =T33

Ti2s = \/(1_1-132 11_1-232)

Similarly,

Tizg —Tiolos
L3z =
> 2 2
\/(l*rlz 11*1‘23 )

where ry35 is the coefficient of partial correlation between X, and X; keeping X, constant.




r _ I3 —L1ohs
23.1 — = =
\/(1*1'12 lerls )

where ra3 41 is the coefficient of partial correlation between X, and X; keeping X, constant.

Problems:
1. If ri2=0.8, riz= 0.4 and rz;= 0.56, find the value of ri23, riz2 and raa

Solution:

I —I3Ih3

I3 = \/(1 _r132 X]_r232)

Substituting the given values,

0.8—04x0.56
J1-(0.4)2 J1-(0.56)2

=0.7586

I173 =

_ I3 —I1oIhs
Iizo = > >
\/(l_rlz Xl_rz;% )

_ 0.4 —(0.8)0.56)
J1-(0.8)> J1-(0.56)

= —0.0966

r _ T3 —Tyo0h3
231 = 77 =Y =
\/(l — I Xl _r13_)

_ 056-(0.80.4)
J1-(0.8) J1—(0.4)>

=0.4364



2. The correlation between a general intelligence test and school achievement in a group of
children from 6 to 15 years old is 0.80. The correlation between the general
intelligence test and age in the same group is 0.70 and the correlation between school
achievement and age is 0.60. What is the correlation between general intelligence and

school achievement in children of the same age?
Solution:
Let X; denote general intelligence tes
X, denote school achievement.
X; denote age.
We are givenr; =0.8, r3= 0.7 and r;;= 0.6

We have tofind r24

_ Iy, —Ty3153
o3 = > 2
\/(l_rls Il_rzs J

_ 0.8-(0.7)0.6)
J1-0721-(0.6)?

= 0.6651

Multiple Correlation

The coefficient of multiple linear correlation is represented by R, and it is common to
add subscripts designhating the variable involved. Thus R, 23 would represent the coefficient
of multiple linear correlation between X,, on the one hand, and X, and X; on the other hand.

The subscript of the dependent variable is always to the left of the point.

The coefficient of multiplication correlation can be expressed in terms of ry, ri; and
ro; as follows:

.2 . 2 -

R _ Ti2” +Ty3T = 2150310,
123 = 3
1-1,5

Py
1 - =

. 2 .2 A,
/112 + 1,57 — 213,51y 5055

2 2
R _ [Ty FIa3" — 20503003
312 = 1 >
71' -
12



Problems 1

If o= 009, Ma = 0.75 and lo9 = 07, find R1_23

Solution

S

2, 2 .
Ry - = 5" +157 — 215,050,
123 =
1-155"

Substituting the given values,

1097 +0.757 —2%x09%x0.75%0.7
R’I.ZB - 5
1-0.7°

=0.9156
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UNIT IV STANDARD DISTRIBUTIONS

Binomial, Poisson, Normal, and Uniform distributions - Geometric, Exponential, Gamma and
Beta distributions. The interrelationship between distributions.

Discrete Distributions

1. Binomial Distribution

2 Poisson Distribution

3. Geometric Distribution

Binomial Distribution

A random variable X is said to follow binomial distribution if it assumes only
non negative values and its probability mass function is given by

x _H—X

P(X = x) = p(x) = {HCXP 9

0, otherwise

x=0,12,...mqg=1-p

Notation: X ~ B(n, p) read as X is following binomial distribution with parameter

nand p.

Problem.1

Find m.g.f. of Binomial distribution and find its mean and variance.
Solution:

M.G.F.of Binomial distribution:-
My (r)=E[e"]= Z":e“P(X = x)
x=0

= ianx P*q" e

x=0

= Z nC, (pef) q
x=0
M (t)=(q+pe')
Mean of Binomial distribution
Mean=E(X)=M,'(0)

z[n(g—i-per)"_l pe’} =np Since g+ p =1

t=0



E(X?)=M,"(0)

=[n(r-1)(a+pe) " (pe) +mpe(qgrpe) " |
E(X?)=n(n-1)p*+np
=n’p’ +np(1-p)=n’p’ +npg
Variance = E(Xz)—[E[X]T = npq
Mean = np ; Variance = npq

Problem.2

Comment the following: “The mean of a binomial distribution is 3 and variance is 4
Solution:

In binomial distribution, mean > variance but Variance < Mean

Since Variance =4 &Mean = 3, the given statement is wrong.

Problem.3

( A
If X and Y are independent binomial variates B] J and B] Jﬁnd P[X +VY = 3]

ml—t

Solution:

X +Y is also a binomial variate with parameters n, +n, =12 & p =

S P[X+Y=3]=12C, (l T [1}9 55

2)\2) 2°

Lo | =



Problem.4
(i). Six dice are thrown 729 times. How many times do you expect atleast 3 dice show 5
or67?
(ii) Six coins are tossed 6400 times. Using the Poisson distribution, what is the
approximate probability of getting six heads 10 times?
Solution:
(i). Let X be the number of times the dice shown 5 or 6
11 1
P[S or 6]=7+7=7
6 6 3

S P=-—and ¢qg=

LI | 1O

1
3

Poisson distribution:
Arandom variable X is said to follow Poisson distribution if it assumes only non
negative values and its probability mass function is given by

e—iﬁr
P(X:x):J' Xr -x_o-l'z"s;l-'/o
10. otherwise

Notation: X ~ P(/’L) read as X is following Poisson distribution with parameter A .

Poisson distribution as limiting form of binomial distribution:
Poisson distribution is a limiting case of Binomial distribution under the
following conditions:
(i). » the number of trials is indefinitely large, (i.e.) # —> o0
(ii). 7 the constant probability of success in each trial is very small (i.e.) 7 =0

(iii). np = A is finite.



o) (-2
n(nl)..;(réf;)w(i} [1_3]

) e

x! }(/

P(x)=1.[1—ﬂ._.(1 _xnl)i_x![l _f)n—x

Taking limit » — ccon both sides

X n—-x
lim p(x) =" Tim {(1—%---(1—"1}(1—1} }
7 —>n x!now n n n
X —X n
A im {[1—1}--[1—"_% lim (1—1} lim {1—%
x!naw n n F1—»o0 n I —»c H

)
e A"

x!

P(X:x): x=012,...

Geometric distribution:
A random variable X is said to have a Geometric distribution if it assumes only
non negative values and its probability mass function is given by

P(x=x)={T PF=L2.0<p=l
0, otherwise



Problem 2

Problem.1
Criticise the following statement: “The mean of a Poisson distribution is 5 while the

Find the Moment generating function of geometric distribution and find its Mean and

Variance
Solution: tis
My (1)=E (")
_ i eh’ qx —lp
x=1

=pe (1 —qrer )_1
pe
My(t)=
X() 1-ge
) ) d| pée pe 1
womio- et || || et | L
dt| (1—gée'
f(l qe) » (1fqef) . p
2 1 t
' " d pe l+¢g
by =M_(0)=|— pe == ——= =—
dt —gé' d
d (1 qe) o | t (l—qer) » P
l*v’leam:,u.l':l
P

2
2
Variance = 4, —(;;1') :H_Qq_[i} -
p p

’.UN|;.Q



L o]

LPX i)=Y ¢ p =4 p+qT p+q T p . =qu[1 rq+q+q +]

x=r+1
=4 pU=q)" =4'p(p)" =4
Hence P[X >s+t]=¢"" and P[X >s]=¢’

P[X} s+tMmX > S] q"f
X: _ _ _ -
= (e R e

and't'

= P X >stf J=p(x >

Problem.3

If the probability is % that a man will hit a target what is the chance that he will hit the

target for the first time in the 7t trial?
Solution:

The required probability is
P|FFFFFFS|=P(F)P(F)P(F)P(F)P(F)P(F)P(S)

6 .
—q(’p—(EJ (l] =0.0445.
4) \ 4

\

Problem.4

A die is cast until 6 appears what is the probability that it must cast more then five
times?

Solution:

Probability of getting six = %
)

1 1
— & g=1—=
P 6 q .
5 5 1=l
=[5 1
LA
;\6/ 6

1 5 1) 5 \2 1) 5 33 1 5 4 1) tric distribution
BRI
6 6/)\6) 16,16/ 16,16 6 6 )




Problem.5

Suppose that a trainee soldier shoots a target an independent fashion. If the probability
that the target is shot on any one shot is 0.8.

(i) What s the probability that the target would be hit on 6t attempt?

(ii) What is the probability that it takes him less than 5 shots?

Solution:
Here p=08,g=1—p=0.2

P[X = .\'] ¢ 'p.x=12..
(i) The probability that the target would be hit on the 6™ attempt= P [X = 6]
~(0.2)"(0.8) = 0.00026
(ii) The probability that it takes him less than 5 shots = P[X < 5]

= 24: ¢ p = 0.824: (0.2)"
x=1 x=1

= 0.8[1 +0.240.04 + 0.008] =0.9984

Continuous Distributions
1. Uniform Distribution
2. Exponential Distribution
3. Uniform Distribution
4. Normal Distribution
5. Gamma Distribution
6. Beta Distribution

Uniform (or) Rectangular distribution:
A continuous random variable X is said to have a uniform distribution over an
interval («,b) if its probability density function is given by

f(x){bla,u<,\‘<b

0, otherwise



Problem.1
If X is uniformly distributed with Meanland Variancei, find P[X > 0]
J

Solution:
If X is uniformly distributed over( a._h), then

b_ 2
E(X):b;nand V(X):(li;')

b+a:1:>a+b:2

b—a) .
:Lin):i:(b—a) =16
12 3

= a+b=2&b—a=4Weget h=3,a=-1
..a=—1& b=3and probability density function of x is

('1
| —i—l<x<3
flx)=1a 7
10: Otherwise
P[xn:O]:Ilde:Z[x]il:Z-

Exponential distribution:
A continuous random variable X assuming non negative values is said to have an

exponential distribution with parameter& =0 , if its probability density function is
given by

Je ™ x>0
f (-’f)—J

1 0, otherwise

Problem 1

Find the moment generating function of Exponential distribution and find its mean and

variance.
Solution:

. [2e7 x=0
We know that f(x) = 10 otherwise

My (t)= E(e’x ) = Tenf(x)dx = T Je " e  dx
0 0

o
=/‘.‘|‘e A0 gy
0



-y _
—(A-1)], A-t
Mean= g = EMX(;‘]} = % _1
dt o (;L—,r) » A
| (2
iy, = (]ng(f)} - A ]3 = 22
—(h =0 (’J" B f] =0 A
' N2 1 1
Variance= u, — - -,
ariance = 4, ( ﬂll IR

Problem.2
State and prove the memoryless property of exponential distribution.
Solution:
Statement:
If X' is exponentially distributed with parameters .1, then for any two positive
integers's’ and't',P[x >s+t/x> .S‘] = P[x > I]
Proof:

Let X denote the time to failure of the component then X has exponential distribution
with Mean =1000 hours.

l =10,000 = A1 =
A

10,000
| 1 e_mj]oa x>0
The p.d.f. of X is f(x)=110,000 -
( 0 ,otherwise
L . !Jlx > SJ

P[X::- s -H] B g M)
P[X>S] e
:P[x > f]

-t
=€

Problem.3
A component has an exponential time to failure distribution with mean of 10,000 hours.
(i). The component has already been in operation for its mean life. What is the
probability that it will fail by 15,000 hours?
(ii). At 15,000 hours the component is still in operation. What is the probability
that it will operate for another 5000 hours.
Solution:



(i) Probability that the component will fail by 15,000 hours given it has already been
in operation for its mean life = P[,\' <15,000/x>10, 000]
B P[10,000 < X <15,000]
~ P[X >10,000]

15,000

I f(x)dx S s
:10,000 :G —e
- )—1
[ £(x)dx
10,000
O_ ol
_03679-02231 5.
0.3679

(ii) Probability that the component will operate for another 5000 hours given that
it is in operational 15,000 hours=P[.X > 20,000/ X >15,000]

= P[.x b 500(}] [By memoryless prop]

= [ f(x)dx=e"*=0.6065

5000

Normal distribution:
A random variable X is said to have a Normal distribution with parameters

4 (mean) and o (variance) if its probability density function is given by the probability

law
A=)
f(x)= ﬁ

Notation: X ~ N(,u,oj) read as X is following normal distribution with mean g and

0L X <0, -0 < J<0,0>0

variance o are called parameter.

Problem.1
rl

Prove that “For standard normal distribution N (0,1), M () =e?.

Solution:
Moment generating function of Normal distribution

=M, (t)=E[e*]
3=,
UMJ.Q e

Put z = > # then odz =dx, —n<Z<x®
o

(07 g 18

b.]

1crz+.'—
(oz+x) P



. . 1 7 —(z-ta)
"+ the total area under normal curve is unity, we have I e

H(z-10)
z dz=1
N2 =,

o't

Hence M (¢)= ¢""7 - For standard normal variable N(0,1)

!‘2
x (?‘) = eZ

N

Problem.2

State and prove the additive property of normal distribution.
Statement

If X,,X,,...,X are n independent normal random variates with mean(,ul,olz),

(yz,ozz),...(y”,o;i ) then X, +.X,+..+X also a normal random variable with mean

Proof

We know that M, ., (1)=My (1)My (1) My (1)
g2
But M, (1)= eﬂfHT, i=L2.n

2
!‘20'12 1'0'22 22

MHT Aot + 3 o,
M&Jﬁ__*x" (r)—e e

f+—=
i

2 2 2),2
O] +0y +...+G, |b
(20 + -+t phy )H( - )

3L

= e!=l

2

By uniqueness MGF, X,+.X,+..+X, follows normal random variable with

parameter (i His i O’f ] .

i=1 i=1

This proves the property.



Problem.3
X is a normal variate with mean =30and S.D = 5Find the following P[26 < X <40]

Solution:
X~ N(30, 52)
S u=30&o=5

Let Z = ﬂ be the standard normal variate
o

<Z<

P[26sXs4O]:P[26;30 40;30}

=P[-08<Z<2|=P[-08<Z<0|+P[0<Z<2]

=P[0<Z08]+[0<z<2]
=0.2881+0.4772=0.7653.

Problem.4

The average percentage of marks of candidates in an examination is 45 will a standard
deviation of 10 the minimum for a pass is 50%.If 1000 candidates appear for the
examination, how many can be expected marks. If it is required, that double that
number should pass, what should be the average percentage of marks?

Solution:

Let X be marks of the candidates

Then X ~N(42,102)

Let z = X4

P[X >50]=P[Z>0.8]

:O.S—P[0<:<0.8]

Problem.5

Given that X is normally distribution with mean 10 and probabilityP[X > 12] =0.1587.

What is the probability that X will fall in the interval (9.11).

Solution:
Given X is normally distributed with mean z =10.

xX—u .
Let z = “~ be the standard normal variate.
o

12-10 2

=z==
a a

=50—-1.9=48.1

The average mark should be 48 nearly.

For X=12.z=



Put z, =£
a
Then P[X >12]=0.1587
P[Z‘;ZJ:O.ISS?
2 0.5-p[0<z<z]=0.1587
= P[0<z<z]=03413
From area table P[0 < z <1]=0.3413

2
VA .
(e

To find P[9<x<11]

1 1
ForX=9 z=—=—and X =11 z=—
2 2

.'.P[9 <;X<;ll] = P[—0.5< z <0.5}
= 2P[0 <z mO.S}
=2x0.1915=0.3830

Problem 6
In a normal distribution 31% of the items are under 45 and 8% are over 64.Find the

mean and standard deviation of the distribution.
Solution:
Let y/be the mean and ¢ be the standard deviation.

Then P[X <45]=0.31 and P[X = 64]=0.08



When X =45, 7 - D=4 _ .

a

1

.. z,is the value of z corresponding to the area I;b(z)dz =0.19
0

-z, =0.495

45— 11=-0.4955 (1)

When X — 64,7 = 274 _
a

.. z,1s the value of z corresponding to the area j(ﬁ(:}dz =0.42
0

Sz, =1.405
64— 1 =1.4050---(2)
Solving (1) & (2) We get =10(approx) & o =50 (approx)

Gamma or Erlang Distribution
A continuous RV X is said to follow a general gamma distribution with parameters A>0 and k>0 if
the probability density function

=2

[k

xk—l —Ax

forx <0

If A=1, then Erlang distribution is gamma distribution.

MGTF of Gamma Distribution
—k
t
MX (t) = (1 - zj

Mean and Variance

k
E(x)=2
(x)-
Variance (x)= E(X?)-[E(X)]?
-k
/12

Beta Distribution
A continuous RV X is said to follow Beta distribution if it has the pdf

f(z) =

o e

Blpg)® ay' " bpg>0

| A

a = T =

where p and q are the parameters and a and b are lower and upper bound of the distribution.
B(p,q) is the beta function.

The case where a =0 and b = 1 1s called the standard beta

distrib

f(z) = Blpg)

ution. The equation for the standard beta distribution 1s

zP-1(1—x)T!

0<z<1lpg=0



CDF

The formula for the cumulative distribution function of the beta
distribution 15 also called the incomplete beta function ratio
{commonly denoted by I,) and 1s defined as

= (1-t)? _
F{I}=Iz{19,q:l=% 0<z<1;p,g=10

where B 1s the beta function defined above.

The formulas below are for the case where the lower limit 1s zero
and the upper limit 15 one.

Mean £

g

1

Mode P|Pq 2 p! q :_";. 1
Range Dto 1l
Standard g
Deviation (Pig)’(pigi1)
Coefficient of q
Variation Ppigil)
Skewness 2{g-—p)y/prgtl

(ptg+2)/Pg
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UNIT V SAMPLING THEORY

Introduction-large sample test based on normal distribution - Sampling distribution of
the mean — Confidence limits Test for the single mean difference between means,
proportion, the difference between proportion - small sample test based on t, F
distributions - Test for a single mean, the difference between means, standard deviation,
the difference between standard deviations — Chi-square test for goodness of fit,
independence of attributes.

Population: The group of individuals, under study is called population.

Sample: A finite subset of statistical individuals in a population is called Sample.
Sample size: The number of individuals in a sample is called the Sample size.

Parameters and Statistics: The statistical constants of the population are referred as
Parameters and the statistical constants of the Sample are referred to as Statistics.

Standard Error: The standard deviation of sampling distribution of a statistic is known as its
standard error and is denoted by (S.E)

Test of Significance: It enables us to decide on the basis of the sample results if the deviation
between the observed sample statistic and the hypothetical parameter value is significant or the
deviation between two sample statistics is significant.

Null Hypothesis: A definite statement about the population parameter which is usually a
hypothesis of no-difference and is denoted by Ho.

Alternative Hypothesis: Any hypothesis which is complementary to the null hypothesis is
called an Alternative Hypothesis and is denoted by Hj.

if u = pO is the null hypothesis HO then, the alternate hypothesis H1 could be p > p0 (Right
tail) or pu < p0 (Left tail) or u # p0 (Two tail test)

Errors in Sampling: Type I and Type II errors.
Type I error: Rejection of HO, when it is true.
Type Il error: Acceptance of HO, when it is false.

Critical region: A region corresponding to a statistic “t” in the sample space S which leads to
the rejection of Ho is called Critical region or Rejection region.

Acceptance Region: Those regions which lead to the acceptance of Ho are called Acceptance
Region.
Level of Significance: The probability o that a random value of the statistic “t” belongs to the

critical region is known as the level of significance.

Types of samples: Small sample and Large sample. A sample is said to be a small sample if
the size is less than or equal to 30 otherwise it is a large sample.



Large Sample
Z test for mean

Test of significance for single Mean

X- - - . . .
Z= # , where x the sample mean, p is is the population mean, ¢ is the population
o

=

standard deviation and n is the sample size.

Test of significance for difference of mean

)

2 2
N N
{1+2J
nl n2

first sample size, ny is the second sample size, s7 is the first sample variance and s, is the

Z= , where X, is the first sample mean, X, is the second sample mean, n; is the

second sample variance.
Confidence Limits
o
Jn

corresponding to the given sample. The values of x +2.58 9 are called 99% confidence

Jn

limits for the mean of the population corresponding to the given sample.

The values of ¥ + 1.96 are called 95% confidence limits for the mean of the population

Z test for proportions

Test of significance for single proportion

Z= % , where P is the population proportion, Q = 1 — P, p is the sample proportion and

n
n is the sample size.

Test of significance for difference of proportion

z=—1P1"P , where p1 is the first sample proportion, p: is the second sample
1 1
PO| —+—
n,n
. . . . . . n +n
proportion, n; is the first sample size, n; is the second sample size, P = P TPy
n, +n,

andQ=1-P



Small Sample

t -Test of significance for single Mean

, Where x the sample mean, p is is the population mean, s is the sample standard

n—1
deviation and n is the sample size.

If the mean and standard deviation are not given, then the following formulae are used to
calculate

g:g = Z:()c—)?)2
n n
Degrees of freedom is n - 1
Confidence Limits
Let x be the sample mean and n be the sample size. Let s be the sample standard deviation.

Then the 95 % level confidence limits are given by x + 1, —2 _ The 99 % level
- An-1

confidence limits are given by x *+ ¢, > :

n—

Test of significance for difference of mean

X —X . . . .
7 =——=—2_ , where x, is the first sample mean, X, is the second sample mean, n; is the

sl —+—
n, n,

2 2
. ) ) . 2 _ IS +m,s,
first sample size, n: is the second sample size, s° = ————

no+n, -2
Degrees of freedom is n; + n2 - 2

F test

s’ S,
i‘e, F:S_12 if SIZ>522 (OR) F:S—22 if SZ2>S12

2 1

_ Greater variance

Smaller variance

If the sample variances s> and s;? are given, then the following formula can be used to
calculate S1?and S»” :



2
2 _ 2 _
S = . S5

If the sample variances si* and s,* are not given and the set of observations for both samples
are given then the following formula can be used to calculate Si?and S,

—\2 —\2
x—X -
S 12 = M, S22 = M, where n; is the first sample size, n; is the second sample
n, - n, —

size, X is the first sample mean and y is the second sample mean.

2
X test

12=Z(0_EE)2

Where O is the observed frequency and E is the expected frequency.
Calculation of expected frequencies in testing independence of attributes
Expected Frequency = (Row total * Column Total) / Grand total

An explanation for the above with two classes is given below
Observed Frequencies

Total
a C a+C
b d b+d
| Total | a+b | c+d | a+b+c+d =N

Expected Frequencies

Total
_(a+c)la+b) E(c) = a+c
E@)=——— (a+c)c+d)
N
_ (b+d)la+b) E(d) = b+d
E(b) = (c+d)b+d)
N
Total a+b c+d atb+c+d =N




Problems

1. A company manufacturing electric light bulbs claims that the average life of its bulbs
is 1600 hours. The average life and standard deviation of a random sample of 100 such
bulbs were 1570 hours and 120 hours respectively. Test the claim of the company at
5% level of significance.

Solution:

Null Hypothesis Ho: &« =1600 . There is no significant difference between sample
mean and population mean

Alternative Hypothesis Hi: # #1600. There is a significant difference between
sample mean and population mean.

X

I
®

The statistic testis Z =

o)

1570 -1600
Z —_ T —_ _2.5
100
|z|=2.5

Calculated value z = 2.5

Tabulated value of z at 5% level of significance for a two tail test is 1.96
Calculated value >Tabulated value, Hy is rejected.

We cannot accept the claim of the company.

2. The breaking strength of ropes produced by a manufacturer has mean 1800N and
standard deviation 100N. By introducing a new technique in the manufacturing
process it is claimed that the breaking strength has increased. To test this claim a
sample of 50 ropes is tested and it is found that the breaking strength is 1850N. Can
we support the claim at 1% level of significance?

Solution:

Null Hypothesis Ho: p = 1800 N

Alternative Hypothesis Hi: u > 1800 N (one tailed test)
n =50, x=1850 w«=1800 o=100

The statistic testis Z = X ;_‘u
Jn
1850 —1800
Z=——"————=354
100 35

V50



4.

Calculated value z = 3.54

Tabulated value of z at 5% level of significance for a one tail test is 2.33
Calculated value >Tabulated value, Ho is rejected.

The difference is significant and so we support the claim of the manufacturer.

Measurements of the weights of a random sample of 200 ball bearings made by a
certain machine during one week showed a mean of 0.824N and a standard deviation
of 0.042N. Find the 95% and 99 % confidence limits for the mean weight of all the ball
bearings.

Solution:

The 95% confidence limits are % 1.96 ——
n

n =200, x=0.824  s=0.042

_ s 0.042
X +1.96—==0.824+ (1.96)(—} =0.824+0.0058
Jn V200

The 95% confidence interval is (0.8182, 0.8298)

The 99% confidence limits are x + 2.58 S
n

X + 2.58% =0.824+ (2.58)(w] = 0.824 £0.0077
n

V200
The 99% confidence interval is (0.8163, 0.8317)
In a survey of buying habits, 400 women shoppers are chosen at random in
supermarket A. Their average weekly food expenditure is Rs.250 with standard
deviation Rs.40. For 400 women shoppers chosen at random in supermarket B, the
average weekly food expenditure is Rs.220 with standard deviation is Rs.55. Test at
1% level of significance whether the average weekly food expenditure of the
populations of shoppers are equal.

Solution:
Ho: u, = u,
Hio oy, # 4,

n, =400 n, =400 Xx=250 y=220 s5,=40 s, =55

2 2 2 2
s= [y sa) o 90,5 gy
n,n, 400 400

Xx-y _250-220
Si .\ ﬁ 3.4
non,

Calculated value z = 8.82

Tabulated value of z at 1% level of significance for a two tailed test is 2.56

8.82

Calculated value >Tabulated value, Ho is rejected.
The difference in the weekly food expenditure is significantly different.



5. A random sample of 500 pineapples was taken from a large consignment and 65
were found to be bad. Test whether the proportion of bad ones is not significantly
different from 0.1 at 1% level of significance

Solution:

Null Hypothesis Ho: P = 0.1There is no significant difference between sample and
population proportion.

Alternative Hypothesis Hi: P # 0.1 There is a significant difference between sample
and population proportion.

The statistic test is Z = p;P
|PQ
n
65
=——=0.13
P 500
P=01 Q=1-P=1-0.1=09
7= 0.13-0.1 2938
©.009)
500

Calculated value z = 2.238

Tabulated value of z at 5% level of significance for a two tail test is 1.96
Calculated value >Tabulated value, Hy is rejected.

The proportion of bad ones is significantly different from 0.1

6. In a sample of 1000 people, 540 were rice eaters and the rest were wheat eaters. Can
we assume that the proportion of rice eaters is more than 50% at 1% level of
significance.

Solution:
Ho: P=0.5
Hi: P > 0.5 (One tailed test)
P=0.5 Q=1-P=1-05=0.5
p= 240 =0.54
1000
.. . p—P
The statistic test is Z = ——
PO
n
0.54-0.5

———==12.532
[(0.5)(0.5)
1000
Calculated value z = 2.532
Tabulated value of z at 5% level of significance for a one tail test is 2.33

Calculated value >Tabulated value, Ho is rejected.
The rice eaters are more than 50% of the population.



7. In a random sample of 900 votes, 55% are favored the Democratic candidate for the
post of President. Test the hypothesis that the Democratic candidate has more chances
of winning the President post.

Solution:

Ho: P=0.5
Hi: P > 0.5 (Right tailed test)
P=05, Q=1-P=1-05=05

55
=—=0.55
P 100
.. . p—P
The statistic testis Z = ——
PO
n
0.55-0.5

7 =

s 3
[(0.5)(0.5)
900
Calculated value z =3

The tabulated value of z at 5% level of significance for a one-tail test is 2.33
Calculated value >Tabulated value, Ho is rejected.
The Democratic candidate is having more chances to win the President's Post.

8. In a random sample of 1000 persons from town A, 400 are found to be consumers of
wheat. In a sample of 800 from town B, 400 are found to be consumers of wheat. Do
these data reveal a significant difference between town A and town B so far as the
proportion of wheat consumers is concerned?

Solution:

Ho: Two towns do not differ much as far as the proportion of wheat consumption. Py =

P,
Hi: P1# P>
The Statistic test is Z = ——1 P2
n.n,
400 400
pi=——=04 p=—=05
1000 800
p_ TP 1y _1000004)+80000.5) _ s
n +n, 1000+ 800
Q=1-P=1-0.444=0.556
7= 0.4-0.5 _ 0.1 417
1 1 0.024
(0.444)(0.556)) ——+—
1000 800



Calculated value z = 4.17

Tabulated value of z at 5% level of significance for a two tail test is 1.96
Calculated value >Tabulated value, Hy is rejected.

Hence the data reveal a significant difference between town A and town B so far as
the proportion of wheat consumers is concerned.

9. In the past, a machine has produced washers having a thickness of 0.050 inch. To
determine whether the machine is in proper working order, a sample of 10 washers is
chosen, for which the mean thickness is 0.053 inch and the standard deviation is 0.003
inch. Test the hypothesis that the machine is in proper working order, using 5% and
1% level of significance.

Solution:
Ho: p =0.050
Hi: p #0.050 (two tailed test)
n=10 x=0.053 s=0.003  u«=0.050
x—=pu 0.053-0.050
s ooz W
n—1 710-1

Calculated value t = 3.00

Degree of freedom=n-1=10-1=9

At 5% LOS:

Tabulated value of t at 5% level of significance with 9 degrees of freedom for a two

tailed test is 2.26

Calculated value >Tabulated value, Ho is rejected.

The Machine is not in proper working order at 5% level of significance

Tabulated value of t at 1% level of significance with 9 degrees of freedom for a two

tailed test is 3.25

Calculated value < Tabulated value, Hy is accepted.

The Machine is in proper working order at 1% level of significance.

The statistic test iS¢ =

10. The specifications for a certain kind of ribbon call for a mean breaking strength of
180 pounds. If five pieces of the ribbon (randomly selected from the different rolls)
have a mean breaking strength of 169.5 pounds with a standard deviation of 5.7
pounds. Test the null hypothesis 4 =180 pounds against the alternative hypothesis

1 <180 pounds at the 0.01 level of significance. Assume that the population
distribution is normal.

Solution:
Ho: ¢4 =180
Hi: ¢ <180 (left tailed test)
n=>5 x =169.5 s=5.7 1 =180
The statistic test is¢ = M 169.5-180 =-3.68
s 5.7
n—1 5-1
Calculated value t = 3.68
Degree of freedom=n-1=5-1=4




Tabulated value of t at 1% level of significance with 4 degrees of freedom for a one
tail test is 3.747.

Calculated value > Tabulated value, Ho is accepted.

Hence the mean breaking strength can be taken as 180 pounds.

11. Ten individuals are chosen at random from a normal population and their heights
are found to be 63,63,66,67,68,69,70,70,71,71 inches. Test the hypothesis that the
mean height is greater than 66 inches at 5% level of significance

Solution:
Ho: p =66
Hi: p > 66 (one tailed test)

DRI N

n 10
X 63 63 66 |67 |68 |69 |70 |70 |71 71 Total
(x-%) -48 [-48 [-181-08]02 [12 [22 |22 [32 |32
(x — 23.04 [ 23.04 [ 3.24 |0.64 |0.04 | 1.44 | 484 | 4.84 | 10.24 | 10.24 | 81.6
%)?
SZ:Z(x—f):sm:glG
n 10 '
s =2.857

X—u 67.8-66
s 2851 Y
Jn-1 9
Calculated value t = 1.89
Degree of freedom=n-1=10-1=9
Tabulated value of t at 5% level of significance with 9 degrees of freedom for a one
tail test is 1.833
Calculated value >Tabulated value, Ho is rejected. Accepted Hi
The Mean is significantly higher than 66 inches.

The statistic test ist =

12. Two independent samples of size 8 and 7 items had the following values

Sample I 9 |11 |13 |11 |15]|9 |12 14
Sample 11 1012 (10 /14 ]|9 |8 |10
Test if the difference between the mean is significant

Solution:
Ho: u, = u, There is no significant difference between means

Hi: u, # u, There is a significant difference between means



25 941 os 27 73 104

n 8 n 7

X (x-X) |(x=%)7°|y G-y | =)
9 -275] 756 |10 |-0.43 | 0.185
11 [-075] 056 |12 1.57 | 2.465
13 125 | 156 |10 [-043 | 0.185
11 [-075] 056 |14 347 | 12.041
15 325 [ 1056 |9 - 143 | 2.045
9 275 | 156 |8 -2.43 | 5.905
12 025 | 006 |10 [-0.43 | 0.185
14 2.25 | 5.06
94 3348 |73 23.011

o 2= @ 3 (-3 3348423011
n +n,—2 8+7-2 '

s =2.086

X-y _11.75-1043

s i+i 2.0861/1+1
n, n, 8 7

Calculated value t = 1.22
Degree of freedom = n, +n, -2=8+7-2=13

=122

The statistic test ist =

Tabulated value of t at 5% level of significance with 13 degrees of freedom for a two
tail tets is 2.16

Calculated value < Tabulated value, Hy is accepted

There is no significant difference between means.

13. The IQ of 16 students from one area of a city showed a mean of 107 with the
standard deviation 10, while the I1Q of 14 students from another area showed a mean
of 112 with standard deviation 8. Is there a significant difference between the 1Q’s of
the two groups at 1% and 5% level of significance?

Solution:
Ho: H=H,
Hio oy, # 1,

n =16 n,=14 =10 s,=8 x=107 y=112
e ms +nys,”  16(10)° +14(8)° 2496
no+n, -2 16+14-2 28
s=9.44

=89.143

The statistic test



-y 107-112

L) oaallsl

=-1.45

Calculated value t = 1.45

Degree of freedom = n, +n, —2=16 + 14 -2 =28

At 5% LOS:

Tabulated value of t at 5% level of significance with 28 degree of freedom for a two
tail test is 2.05

Calculated value < Tabulated value, Ho is accepted

There is no significant difference in the IQ level of the two groups.

At 1% LOS:

Tabulated value of t at 1% level of significance with 28 degree of freedom is 2.76
Calculated value < Tabulated value, Ho is accepted.

There is no significant difference in the 1Q level of the two groups.

14. A random sample of 10 parts from machine A has a sample standard deviation of
0.014 and another sample of 15 parts from machine B has a sample standard
deviation of 0.08. Test the hypothesis that the samples are from a population with
same variance.

Solution:
Ho: 0} =0)
Hi: 0 #0)

n =10 n,=15 5 =0014 s,=0.08
nst 10x(0.014)°

S = =0.0002
n —1 10-1
2 2
52 = Ma3 _ 15x(0.08) 0,006
n, -1 15-1
2
_ S_22 _ 0006 _ .o
S 0.0002

Calculated value F =30

Tabulated Value of F at 5% level of significant with (14, 9) degrees of freedom is
3.03

Calculated value = Tabulated value, Hy is rejected

There is a significant difference in the variances of two populations.

15. Two random samples drawn from two normal populations are

|SampleI  [20[16 [26[27[23[22]18 [24[25]19] | |




|SampleII  [27[33 [42[35]32[34|38 [2841[43]30]37]

Obtain the estimates of the variances of the population and test whether the two
populations have the same variance.

Solution:
Ho: 0} =0)

X x%) |x=2|y |- |G-y
y)
20 [-2 4 27 -8 |64
16 -6 |36 3 -2 | 4
26 | 4 |16 2 |71 |49
27 | 5 |25 35 10 |0
23 1 1 32 -3 |9
2 |0 0 34 -1 | 1
18 -4 |16 38 |3 |9
24 | 2 4 28 -7 |49
25 | 3 9 41 | 6 |36
9 -3 9 43 | 8 |64
30 -5 |25
37 |2 | 4
120 314
n, =10 n, =12
S} = 20 12044
n, —1 9
57 = 2-3)7 314 _g54
n,—1 11
2
_SE_aS4
S 1333

Calculated value F=2.14
Tabulated Value of F at 5% level of significance with (11, 9) degrees of freedom is
3.1



Calculated value < Tabulated value, Ho is accepted
There is no significant difference between variances.

16. In one sample of 8 observations the sum of squares of deviations of the sample values
from the sample mean was 84.4 and in another sample of 10 observations it was 102.6.
Test whether this difference is significant at 5% level.

Solution:
Ho: 0} =0)
Hi: 0] #0;

n=8 n=10 > (x-3%) =844 D (y-y) =1026
52 > (x-x) _844

= = 12.057
n, —1
—\2
SZQZZ(y ¥ _1026
n, —1 9
2
S _12057_ o
s2 114

Calculated value F = 1.057

Tabulated Value of F at 5% level of significance with (7, 9) degrees of freedom is
3.29

Calculated value < Tabulated value, Ho is accepted
There is no significant difference between variances.

17. The mean life of a sample of 9 bulbs was observed to be 1309 hrs with standard
deviation 420 hrs. A second sample of 16 bulbs chosen from a different batch showed
a mean life of 1205 hrs with a standard deviation 390 hrs. Test at 5% level whether
both the samples come from the same normal population.

Solution:

Both t-test and F-test has to be done to check whether they have come from the
same population. Fist F-test is done and the followed by t-test.
F-test:

Ho: 0] =0}

Hi: 0'12 ?50'22
n,=9 n,=16 5, =420 5,=390 X=1309 y=1205
nsi  9x(420)°
n, —1 9-1
n,s; _ 16x(390)
n,—1  16-1

S’ = =198450

=162240

S5 =



2
F :S_12 _ 198450 _ 1223
S, 162240
Calculated value F = 1.223
Tabulated Value of F at 5% level of significant with (15, 8) degree of freedom is 3.22

Calculated value < Tabulated value, Hq is accepted .

t-test:

Ho: p, = 1,

Hiop, # p,

2 2 2 2
2 s Amsy  9(420)° +16(390)° | 4021200 o ens cene
n1+n2—2 9+16—2 23
s=418.13
The statistic test
-y 1309 -1205 104

t= = = =0.5%
sl le ] 41813 )+ '
n o, 9 16

Calculated value t = 0.596

Degree of freedom = n, +n,-2=9+16-2=23

Tabulated value of t at 5% level of significance with 23 degree of freedom is 2.069
Calculated value < Tabulated value, Ho is accepted

Since in both F-Test and t-Test we have accepted the null hypothesis, we conclude
that the samples have come from the same normal populations.

18. A dice is tossed 120 times with the following results:
No. turned 1 |2 3 (4 |5 |6 Total

up
Frequency [30)25 |18 10|22 |15 | 120

Test the hypothesis that the dice is unbiased.

Solution:
Null Hypothesis Ho: The dice is an unbiased one.
Alternative Hypothesis Hi: The dice is biased

2

o e Jo-t [o-or] [
30 20 10 100 5.00
25 20 5 25 1.25
18 20 -2 4 0.20
10 20 -10 100 5.00
22 20 2 4 0.20
15 20 -5 25 1.25
12.90




Calculated y?= [@]: 12.90

Degree of freedom=n—-1=6-1=5

Calculated value of y? at 5% level of significance with 5 degree of freedom is 11.07
Tabulated value = 11.07

Tabulated value = calculated value, Ho is rejected.

The dice are biased.

19. Genetic theory states that children having one parent of blood type M and other of
blood type N will always be one of the three types M, MN, N and that the ratios of
these types will be 1:2:1. A report states that out of 300 children having one M parent
and one N parent, 30% were found to be of type M, 45% of type MN and remainder
type N. Test the hypothesis using y*est.

Solution:
Ho: There is no significant difference between the theoretical ratio and observed ratio.
Hi: There is no significant difference between the theoretical ratio and observed ratio.

If theoretical ratio is true the 300 children should be distributed as follows:

Type M ziXSOO =75

Type MN =§><300 =150

Type N :iX3OO =75

Observed
Type M —£x300—90
P 100

45
Type MN =——x300=135
P 100

25
Type N =300 =75
PE N =100

Type observed | Expected | O-E © - E)? [(0 ; E)Zl

M 90 75 15 225 3

MN 135 150 -15 225 1.5

N 75 75 0 0 0

Total 4.5
Calculated y?= [(O_E)2]= 4.5

Degree of freedom=n—-1=3-1=2

Calculated value of y? at 5% level of significance with 2 degree of freedom is 5.99
Tabulated value = 5.99

Calculated value < Tabulated value, Ho is accepted

There is no significant difference between the theoretical ratio and observed ratio.

20. A certain drug was administered to 456 males, out of a total 720 in a certain locality,
to test its efficacy against typhoid. To incidence of typhoid is shown below. Find
out the effectiveness of the drug against the disease. (The table value of yZfor 1
degree of freedom at 5% level of significance is 3.84)



Infection | No Infection | Total
Administering the drug 144 312 456
Without administering the | 192 72 264
drug
Total 336 384 720
Solution:

Null Hypothesis Ho: The drug is independent.
Alternative Hypothesis Hi: The drug is not independent

The expected frequencies are

384 x 456 456
336 X 456 _ o0 4432
—oy = 2128 243
=213
336 X 264 384 x 264
SO X a3z | X% 1408 | 204
720 720
=123 ~141
336 384 720
(0—E)?
o |E O-E | (0-B? | |——%—
144 213 [-69 | 4761 22.35
192 [ 123 69 | 4761 38.71
312 | 243 69 | 4761 19.59
72 141 |-69 | 4761 33.77
114.42
—_2
Calculated y?= [(0 £) ]= 114.42

Degree of freedom = (r—1) (c—1)=(2-1)(2-1) = 1

Tabulated value of y? at 5% level of significance with 1 degree of freedom is 3.841
Tabulated value = 3.841

Calculated value =Tabulated value, Ho is rejected.

Therefore, the drug is definitely effective in controlling the typhoid.

21. A brand Manager is concerned that her brand’s share may be unevenly distributed
throughout the country. In a survey in which the country was divided into four
geographical regions, a random sampling of 100 consumers in each region was
surveyed, with the following results:

Region
NE NwW SE sSw TOTAL
Purchased the 40 55 45 50 190
brand
Did not purchase | 60 45 55 50 210

Using x? test, find out if the brand is unevenly distributed throughout the
country.



Solution:

Ho: There is no significant difference between the observed and expected
frequencies

Hi: There is a significant difference between the observed and expected frequencies

The expected frequencies are :

Region
NE NW SE SW TOTAL
Purchased | 190x100 _ . | 190x100 _, . | 190100 _ | 190x100 _,. [ 190
the brand 400 400 400 400
Did not 210x100 _ o | 210x100 _, [ 210x100 _ 210x100 _, [ 210
purchase 400 400 400 400
100 100 100 100 400
(0 -E)?
O |E O-E | (0-E) | |5
40 |47 -7 49 1.04
55 48 7 49 1.02
45 47 -2 4 0.085
50 48 2 4 0.083
60 53 7 49 0.924
45 52 -7 49 0.942
55 53 2 4 0.075
50 52 -2 4 0.076
4.245
2
Calculated y?= [(0 5) ]: 4.245

Degree of freedom = (r—1)(c — 1)= (2-1)(4-1) =3

Tabulated value of y? at 5% level of significance with 3 degree of freedom is 7.815
Tabulated value = 7.815

Calculated value < Tabulated value, Hy is accepted

There is no significant difference between the observed and expected frequencies.
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