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UNIT - 1- THEORY OF EQUATIONS




l. I ntroduction
POLYNOMIAL EQUATIONS

An expression of theform

f(X) = apX™+ aX™+ ax™?+...+a, where n is a positive integer and &, a..... a, are constants is called
apolynomial in x of the nth degree, if a;=0.

f(X)= aox™+ X+ apx™%+...+a,=0 is called an algebraic equation are polynomial equation of nth
degree, if ap=0

Fundamental Theorem of Algebra:

Every nth degree equation has exactly n roots or imaginary.

Relation Between Roots And Coefficient Of Equation:

(1) f o, B,y are the roots of X +px?+px+p =0 the sum of theroots
n=0+p+y=-p.
Sum of the products of two roots taken at a time 5n =of +py +ya =p
Product of all theroots, & =apy = -p
(i) o.p.y8 are the roots of x*+px®+ pax? + px+ p, =0 then
Sum of theroots & =0+p+7+8 =—p.
57 =af +oy +od +p +Bo +78 = .
Sum of the products of roots taken three at a time
53 =By +Byd +180 +8ap = -p3

Product of theroots, & =0fyd = ps.



2. For the equation x® +p; =¥ 1 +py x*2 4+ ... +p, =0
i) Za’ =p’-2p; i) Za' = -p{+3pp>-3p;
ifi) Ze'= p* - appy + 2p” + 4pips —4ps iv) o’ = 3p; — pipa
v) Zo'By =pips —4ps

Note: For the equation x° +pl:|:2 +PIX+Pp; = 020{3[31 = p:z - 2pips

3. To remove the second term from a n™ degree equation, the roots must be diminished by h=

e and the resultant equation will not contain the term with x*1.

nao

4 In anv equation with rational coefficients, irrational roots occur in conjugate pairs.

3. In anv equation with real coefficients, complex roots occur in conjugate pairs.

6.1) If f(X) = X" + pix™* +......+pnaX + pn and f(a) and f(b) are of opposite sign, then at leastone real root

of f(x) =0 lies between aand b.

7. (@) For acubic equation, when the roots are

(i) In A P__then they are taken as a—3d,a+d,a +3d

a
d

(ii) In G.P., then they are taken as .ad.ad’

s

a
d

—

1 1 1
(iii) In H.P.. then they are taken as

a—3d a-d at+d a+3d

8. If an equation is unaltered by changing x into 1/x, then the equation is called reciprocal equation.

(1) If an equation is unaltered by changing X into ! thenitisa reciprocal equation.
X

(i) A reciprocal equation f(x)=px"+p e A +p =0 issaid to be a reciprocal
a 1

&

equation of first class p =p_ foralli
(iii) A reciprocal equation f(x)=px"+px""+_ . +p =0 is said to be a reciprocal
a 1 "

equation of second class p, =p_, foralli



{1v) For an odd degree reciprocal equation of class one. —1 is a root and for an odd degree
reciprocal equation of class two, 1 15 a roof.

{(v) For an even degree reciprocal equation of class two, 1 and -1 are roots.

IRRATIONAL ROOTS AND IMAGINARY ROOTS
SOLVED PROBLEM

1. Form polynomial equations of the lowest degree, with roots as given below

@ 1-1,3

Equations having roots g P.yis (x—a)(x—p)x—y)=0
Sol: Fequired equation is
(x—D(x+){x-3)=0
= ~1}x-3=0

= -3x—x+3=0

(i) 1+2:4,2

In an equation imaginary roots occur in conjugate pairs.

Sol:  Equation having reots g B.y.6 5 (x—0)(x—P)(x—7)(x—0)=0

Required equation is
[x—(1+20)][x—(1-20)] (x—4)(x=2)=0
I:_‘c e 1 2 Zi}:l I::c i —Zi_}]
=[(x=1-2i ][ (k-1)+2]
5
=(x—1) —4#
y)
=x—1)" +4

=x!-2x+1+4



=x! —2x+5
- (x-2)=7 —4x -2 +8

=x! —-6x+8

Required equation is
(F -2 +5)(x* —6x+8)=0
= xt =20 + 52 -6 +12x2 —30x+8x —16x+40 =10

=t —8x* +25x2 —46x+40=0



PROBLEMS ON RELATION BETWEEN ROOTSAND COEFFICIENTS

1. If o, f.y are the roots of 4° —6x" +7x+3=0, then find the value of up + gy +yo.

Sol: o.p.y are the roots of 4x° -6 +Tx+3=10

a
aspey=-2-2

a, 4

-

af By +ym="2="
4

&

~oaf + Py +ya = %
4

(3%

If 1 1o arve the roots of X —6x +9x—4 =0, then find o
Sol: 1.1 are roots of »° —6x" -9x—-4=0

Sum =1+1+c =6

o=6-2=4
i If -1,2 and o are the roots of 2 +x* —Tx—6=0. then find o
S0l -1.20 arercotsof 2x¥' +x*—-Tx—6=10

Spm =—-1+2+a=-—

bt | =



5. If 1.-2 and 3 are roots of xj—le+ax—6=0__ then find a.
Sol:  1.-2 and 3 are rootfs of

-2 tax+6=0

=1(=2)+(-2)3+3.1=a

ie_ a=—-2—-6+3=-3

6).  If the product of the roots of 4x’ +16x° - 9%x—a =0 is 9, then find a.

50l: o p.y are the roots of 4x° +16x" —Yx—a=10

f5 Find the values of 5,55 and 5, for each of the following equations.
(i) x* 16" +86%" —176x+105=10
S0l:  Given equation is

¥ —16x +86x" —176x+105=10

16
We know that s=— "' = " =16
1



8. Solve ¥ —3x" —16x + 48 =0, given that the sum of two roots is zero.

Sol: Let g [,y are the roots of
2 —3x? —16x+48=0
a+p+y=3
Given ot + p =0 (- Sum of tworootsis zero)
Sf=3
ie x—3isa factor of

x—3x? —16x+48=0

3|1 3 -16 48
- ] o A8

|
"1 0 -16 o

2-16=0=>x2=16

= x==14
Therootsare-4,4 and 3

9, Find the condition that x — px* + gx—» = 0 may have the sum of its roots zero.
Sol: Let o.p.y be the roots of e —p:fl sgqr—-r=10

a+p+y=p (1)

of +Po+yo =g {2)

aBy @)

Given g +p =10

{~ Sum of two roots is zero)



From(1). y=p

cyisarootof ¥ —pr’ +gx—r=0
3 1

Y Py +qy-r=0

Buty=p
=p-p(r)+alp)-r=0

=>p-p+ap-r=0

~.qp=r is the required condition.

10.  Given that the roots of x* +3px’ +3px+r=0 arein
(i) A.P., show that 2p* —3gp+r=0
(ii) G.P., show that p'r=¢’

(iii) H.P., show that 2¢° = r(3pg—r)
Sol: Given equation s ¥ +3pr +3px +7r =0
(i) The roots are in A.P.
Suppose a—d.,a.a+d =-3p
da=—3p=a=-p (1)
=g @ +3ip? +3gx+r =0
=d +3pd +3iga+r=10

But a=—p

. 3
—=—p +3p(-p), . t3q9(-p)tr=0

=1p —3pg +r =0 istherequired condition



{(if) The roots are in G.P.

Suppose the roots be % a.aR

Given i %\'# a)(aR)=—r

Sl

= a =
f 113
—=a=(-r)

w72’ isarootof x +3px? +3gr+r=0
= (" ']Is 1—3;:!(—11"]"3 ]I2 + 3a_r_;r{—:i'1"3 )+ r=0

= —r+ Spr'l"g —iqu"?’ +r=0

= p’r=q is the required condition

SYMMETRIC FUNCTION OF THE ROOTS

Syvmmetric function of the roots

If a fiunction involving all the roots of an equation is vnaltered in value if any two of
the roots are interchanged. it is called a symmetric function of the roots.

Letoj, o0 a5, iy be the roots of the equation.

fix)=x" +p;xn_} :—‘z:ag:rﬂ_:’r +otpea=0.

We have leamed that

i
I
1
&
I
I
=

[

4
i
5

I
7



Without knowing the values of the roots separately in terms of the coefficients, by using the
above relations between the coefficients and the roots of an equation. we can express any
symmetric function of the roots in terms of the coefficients of the equations.

PROBLEM

If «. @,y are roots of the equations »* —10x" + 6x-8=0 find o* + p* +¢°
Given o, B,y are the roots of the equation ¥ —10x" +6x—8=0
oa+p+y=10.0p + By +yo =6,0py =8
Now u3+|3:+',f3={0'.+|3+':f:|!=—2|{n:|El+|3]f+]fa}
=100 -12

~al+ |3:‘+'r'3=38

Example 1. If o, B, v are the roots of the equations X F pxz +qx+r=0, Expressthe value

of T’ P in terms of the coefficients.
Solution.
Wehave a+p+y=-p

af + Py +ya=q

o' = B+uy+Ba+py+va+yp
=(op + By +va) (o + B +v) - 3ofy
=q-p)-3(1)

=3r—-pq.



Example 2. If o B. v. 5 be the roots of the bi quadratic equation x* + px’ + g + +5=0.
Find(DZa .()Za Br.G)Ea .4 Ia Ppand(5)Za’.

Solution.
The relations between the roots and the coefficients are
o+pf+y+i=—p.
ap+ay+ab+Py+ps+yé=q
offy +afd +oyd +pyd=-1
afvi=s.
rl= Ry
=(@+B+y+5)"-2 (@B +ay+ud+By +p5+15)
-Ca)-2%ap
=p2—2q.
T o Py = (aPy+ b + oy + ByS) (a+ P+ +5) — 4 opys

=E afy) @ @) -4 afyd

~ T apy -2’ fy -6 upyd
=q'—2 (pr—4s)—6s
=q1—2p1—25.

Lo’ B=(Za) Tap)-Ta By
=(p" - 2q) g - (pr—4s)
=piq-2q" —pr+4s.

Tot=Ed)-25d §
=(p"—2q° 2 (¢~ 2pr + 29)

=p4 - 4p2q + qu +4dpr—4s.



Example 4. If o, B, v are the roots of the equation X+ pxl + gx + 1 =0, from the equation

whoseroots are p+v -2 y+a -2, a+p2v.
Solution.
Wehavea+f+y=—p
af + By +ya=q
afy=-1.
In the required equation
S;=Sumoftheroots=f+y—-2a+y+oa—-2p+a+p-2y
=0.
Sz = Sum of the products of the roots taken two at a time

=E+y-20)(y+a-2)+(B+y-2a)(a+B-M+(@+p-AY) (y+a-
28

=(a+p+7v-30) (a+p+v—3P) + 2 similar terms
=Cp-3a)(-p3p)+p-3a)(-p-3N+{-p-31 (-p-3p)
=(P+30)(@+38)+@+30) @ +3) +(@+31) (@+3p)
=3p’ +6p(a+B+7y)+9 (af+Py+va)
=3p"+6p(-p)+9%
=0q—3p".
53 = Products of the roots
=(B+y—20) (y+0—2p) (a+B-27)
=(@+B+y-3a)(@+B+7-3p) (a+B+y-37)
={—p-3a)(-p-3p) -p-37)
=—{p +3p’ (a+p+7)+% (ah+ By +yu) + 27 afy }
=—{p’+3p" (-p)+%pq-27r}

=2p" —Opq+27r



Hence the required equation is

X S +5x-58;=0

ie.x’ +(9q—3p ) x—(2p° —9pq+270)=0.

Example 5. If @ ., v are the roots of the equation X+ pxl + gx + 1 =0 prove that

(1) (@+B)B+y}Ny+a) =1-pq
(2) €+p’ +y = —p +3pg-3r

Solution.
Wehave a+B+y=—p
af + Pr+yu=q
afy=-r1.
(1). (a+BXNB+y)v+a)= [@+a)(p+pXp+7]
Sincea +p+y=—p sa+p =—p-v

= —[p'+p’ @+ B+ 1) +p (@B + By +y) + ofy]
= dp'+p' x—p+pg—1]=-[p -p’ +pg-1]=r-pg.
2). &’ +B +7 -30y=(a+ B+ + B + 1 - (0B + By + ya)]
Ya®=YalXa®—Yafl + 3afy:

ButVal=(Ya)l—2Yaf

Therefore Ya®* =Y a[(Ya)? —3Y af] + 3afy: =—p[p2 —3q] -3r=—p3 + 3pg -
3r

Exercises

1. Ifa, B. v are the roots oftbthuationxi +px2—qx+r=0 find the value of
(1) B+7-a) +(+a=-B) +@+p-1)"

N
=+
E}r .



!,u'l

If a, B, v, & are the roots of the equalionx"—px; +qxz—rx—s=ﬂ.
Evaluate (1) o’ By, (2) Z(B+a+5) and (3)T .

Answer : 1. (2419’ @72, 2. (pr—45. @3- 200"



UNIT - 11 - RECIPROCAL EQUATIONS



SUM OF THE ROOTSOF THE EQUATION

Sum of the powers of the roots of an equartion.

Letay op o3 . o be the roots of an equation f (x) = 0.The sum of the 8

powers of the roofs

ie. ol +al+...... +al
1s usually denoted by S;. We can easily see that 5; constitutes a symmetric fimction of the
roofs and hence we can calculate the value of 5; by the methods described in the previous
article. When r is greater than 4 the caleulation of S, by the previous method becomes
tedious and in those cases, the following two methods can be used profitably.

Wehave f(x)=(x—-o)) (x—a) ....._. x—ay)

Taking logarithms on both sides and differentiating, we get

F 1 1 1
(=) _ + + i
fFix) x—ay T—a2 T—ap
=f Ex:l_ x F oo + x
flx) =x—ay x-—ay T—ay
1 1 1
o+ +
"y CF -- a
1% - : xn

=1~ (=0 ki)

_pefedy 4y
x == ¥
&z R—E-F +3%_
1+ +%2 e
e R R B e i

T 1 1

§ 1 1
"‘5] 355 +""_SI'XT+""

=ﬂ-_S]_.

H =

=f {x)

: 1 ’
= 5= Coefficient of —in the expansion of f) -



Example. Find the sum of the cubes of the roots of the equation r=x+x+1

Solution.

The equation can be written in the form

fx)=x -X —x—1=0

-
2 g . x (5x*—2x—1)
S, = Coefficient of — in the expansion of ——————
¥ ¥ —x*—x—1
1 5—-23——1{
. - X
=Coefficientof win —F7—1
¥ 1_;3_1.1 - 4
2 1 1 1 |
— = L 5____ 1______
( 3 xﬂ ( i S ¢ xs)

w e 2 1 1 1 1 1 1 1 32
> S e {1+x—s+,—++?+ Gat ) +

Newton's Theorem on the sum of the powers of the roots.
Leta; o2 a3 . onbe the roots of an equation
FE)=x"+px +px™ pu=0
and letbe S;=aj +af+ ... +a, so that Sp=n.
fX)=(xE-m)(x—0)....... (x— o).
Taking logarithms on both sides and differentiating. we get
Fix) 1 : 1 . i 1

— = + o =
F{x) x— o] x-a2 x—ury

. £ L EG
1.&.__1"[3}=x_(—}:+_i—}{)+ ______ § S
1 x—ay X—y



By actmal division. we obtain

f(x) -1 -2 3
ey =x" +t(m+p) X +(@i+tpm+p) X

+ (el Y pal i+ 4 pay)
E(x) __ |1-1+ 4 o2 24 £7 -3
Pt (m+p)x  +(@+tpm+mp)x

+ o fad  pal i+ pa)
f(x) pens n—l+ n-2 2 n-3
. & TG TEIE (s te X

o (@) b piag headtPug):
Adding all these functions, we get
£ =nx"" +(S1+op)x™” + (S2+piS1+ o2
+....Sp1 + P1Sa2 . P )
But £'(x) is also equal to
mx™' + (@ - 1) px™ + (@ -2) px™ ++ 2+ P
Equating the coefficients in two values of £'(x) . we obtain the following relations :
Sp+p;=0
Sa+=mS +2p:=0
S3+p1Sy +paSy +3ps =0
S4+piS; + S + S +4ps=0



SpatmSpa+mSas+t S (@-1) P =0

From these (n — 1) relations we can calculate in succession the values of 5.5 0 Sz, ... 55
m terms of the coefficients p; . P2 . Ps ... Po-1 - We can extend our results to the sums of all
positive powers of the roots, viz., Sy Spep. ... S;wherer >n

Wehavex f(x)=x + p;x” + png:lcr'2 + A PeX

Replacing in this identity, x by the roots o; o @3
have

iy, in succession and adding. we

Sr+P1Sel PSS =10

Now giving r the valuesn n+1 n+2 ___ successively and observing that Sy = n, we obtain
from the last equation

Sat PiSe1 +PaSpo .+ P =0
Sp+1 +P1Sa+PaSpr ... +PaS1 =0
Sper+ PiSpa T P2Sa L+ S =0
and so0 on.
Thus we get
S.+piSe TS oo +1p =0, ifr<n
And 5:+ p1Sra +PaSra +... PaSra =0.11r20
Cor. To find the sum of the negative integral powers of the roots of £ (x) =10, put x =$ and
find the sums of the corresponding posttive powers of the roots of the transformed equation.
Example 1. Show that the sum of the eleventh powers of the roots ofx’ +5x* + 1 =01is zero.
Solution.

Since 11 is greater than 7, the degree of the equation we have to use the latter

equation in Newton's theorem.



If we assume the equation as
x|+ pyx’+ py’+ pix*+ pux’+ paxd+ pex + =0,
wehave py=p=p;=ps=Ps=Ps=0.p;=3.p7= 1.
S11+ P1Sio+ PaSe+ P3Se+ PaS7+ PsSs + PeSs + prSs=10
ie.811+55%+%=0 ... (1)
Again
Sg+ P157+ PaSet PaSs+ PaSat PsSs+ peSat+ prS1=0
1e. Sg+35+5%=0 .. (2)
Using the first equation in the Newton’s theorem
S5+ P18g+ PaSs+ P3Sat PaSy+ 5ps =0
ie.5;+5%=0 . (3
Again
Sqt P15t paSo+ paSi+4ps=0
ie,8s+5%=0 4
Again
S+ S+ 2p=0
ie,S,=0 ST )
Also 5;=0 ()
From (4). (53) and (6) , we get S4=0
From (3) . (5). we get S5=0

From (2). we get Sg3=0

Substituting the values of S4. Sgin (1), we get 51;=0.



Example 2. If a+b + ¢ +d =0, show that

aS+b5+e5+d5 _ af+b? +oi+d? a2+ b2 o+ d?
5 2 g 3

Solution.
Since a+ b+ ¢+ d=0, we can consider that a. b. c_ d are the roots of the equation
X+ p1x3+ ng:+ psxt ps=0 where p;=0.

From Newton's theorem on the sums of powers of the roots, we get

S+ Syt S P S peS =0 S
St prSytpaSrtpsSitap=0 L @
Si+ Syt peSy+3ps=0 (3)
SrtmSpk =0 e )
SHp=0 (3)

From (5), we get S;=0

From (4). we get Sa=-2pa

From (3). we get S;=-3p;

From (1). we get 5 - 3p,p; - 2p;p, =0

1€..S5=5p:D;.

a
v |3

3
3

- a®+b% +e%+d° 2l bi ol d? ¥+ b% 4o+ a0
e E - 2 ; 3




Example 3. Fﬂ]da—la T ﬁ—ls + %Where . [, v are the roots of the equation

X+ -3x-1=0.
Solution

Putx =j—? in the equation, then the equation becomes
1 2 3
—=f == —T=0
y? i3
ie. ¥ 43y —2y—1=0

The roots of the equation are

2 | =
™| =
u
= |-

% + ;—S-I— %= S; for the El:[llalil)ﬂ}'s + 3}'2—23-'— 1=0.

From Newton's theorem on the sum of the powers of the roots of the equations, we get
Ss+354—-25:-5:=0
S4+35;—-25-5=0
33+351—251—Su=[|
S;+35-4=0
51+3 ='D
51=-3,5,=13 5;=—42 5;= 140 5:=-518.
1 | 1 o
E F + ?——}13.
Transformation in general.

Leta; . oz, ..... op be the roots of the equations £ (x) = 0. it is required to find an equation

whose roots are
@ (o). @ (@), ... . @ (o).
The relation between a root x of £ (x) =0 and a root v of the required equation is v = ¢ (X).

Now if X be eliminated between f(x) =0 and v= ¢ (x), an equation in v is obtained
which is the required equation.



Example 1. Ifa _p . v are the roots of the equation 2 p};2 +qx +1 = 0. from the equation

1 1 1
whose roots are a—— ., f——. y——
¥ va

B af’

Solution

We have a——

ar—_ir since affy =—r1
=it ::
L y=x 4+
r
-~ The required eguation is obtained by eliminating x between the equations
e (1)
x3+px1+qx+r={} ......... (2)
From (1 t x=-"2—
rom (1), we get x = =
Substituting this value of % in the equation (2), we get

rs}f3+ pril+1) 3-*3 + q{1+r}33f +{1+ 1'}3 =0,

Example 2. If a . b . c be the roots 1::nftl:1|ttva.‘p.;atil[:nx3 +px3—qx +1=0. find the equation

v 3 3
whose roots are be—a” . ca—-b" .ab—c".

Solution.

2 abe 3
Wehavebc—a =—-—2a"
a

p TR
=———3a sinceabc=-1.
a

Hence the required equation is obtained by eliminating x between the equations



-

}'=—£—x ........ (1)
and x3+px1+qx—r={} EEEERR 1
From (1) . we get X3+Kj.’+1'=ﬂ ....... (3)
Subtracting (3) from (2) . we get
px’+qx —xy=0
ie. X(px+q-v)=0
1e.x=0 o px+q-vy=0
X cannot be equal to zero.

px+q-y=0.

TRANSFORMATIONS OF EQUATIONS
1. To form an equation whose roots are k-times the roots of a given equation.

2. To form an equation whose roots are the reciprocals of the roots of a given
equation.

3. To form an equation whose roots are less by “h’ then the roots of a given
equation. (i.e., Diminishing the roots by h)

Remark:
Increasing the roots by his equivalent to decreasing the roots by -h.

4. Toform an equation in which certain specified terms of the given equation are
absent.

SOLVED PROBLEMS
1. Form an equation whose roots are three times those of the equation
¥ -x*+x+1=0.
Solution:
To obtain the required equation, we have to multiply the coefficients of »2, »2,

x,and 1 by 1,3, 32 and P respectively.
Thus x*—3x® +9x+27 =0 is the desired equation,
2. Form am equation whose roots are the negatives of the roots of the equation
Solution:

By multiplying the coefficients successively by 1, -1, 1, -1 we obtain the required

) 3 E
equationas X" +6x" +8x+0=0.



3. Form an equation whose roots are the reciprocals of the roots of
x' —5x" +7x" —4x+5=0.
Solution:
We obtain the required equation, by replacing the coefficients in the reverse
order, as 5x* —4x’ +7x* —5x+1=0
RECIPROCAL EQUATIONS

An equation remains unaltered if x is changed into 1/x, then the equation is called a reciprocal
equation.

Reciprocal roots:

To transform an equation into another whose roots are the reciprocals of the roots of the

given equation.
Let oy w2, a3, ... 0y be the roots of the equation
O AR A Pa=0.
We have

g™l pm=(E—o) (E—ay). ... (x—ay)

1
Put x = — we have
¥

n a- -
PoY¥ +PaY +Pa2yY tootpiy+1=0
1 1 1
=I:111 I [ — uﬂj(rx__j})(a___-_ ) (a—“—}?)
Hence the equation
Y DT Pl e +py+1=0Ohasroots .~ L

L n



Illustr ative examples:

1. Solve the equation 60x* —736x" +2433x* —736x+60=0
Solution:

The given equation is a standard reciprocal equation. Dividing throughout by =2,
we obtain,

60x* —?36x+1433—E+Ei=[!
X =

60 x* +—= |- 73¢fx+L |+ 14330
\ x' ) 1 K )

Putting y=x+ %{ and simplifying, we obtain

60y! —736y+1313=0

101 13
O solving, w £ =—0r—
'Lc:-'l.'u‘lg_heg\e -_? ]Umﬁ
When F=E,x+l=ﬁzlﬂxz—mlx+lﬂ=ﬂ
10 x 10
i, FI=IG,l

10
RO T 35
Similarly when }—E,Heaet K_E-ﬁ

&
10°

Thus the roots of the given equation are 10,

3
=

|

Example 1. Find the roots of the equation x° +4x" + 3x° +3x” +4x+1=0.
Solution.
This is a reciprocal equation of odd degree with like signs.

~ (x+1) is a factor of ©° +4x" + 35 +3x° +4x+1

The equation can be writften as
e+t 3t +38 437 +3x+x+1=0
e, x'(x +1)+ 3% (x +1)+ 3x(x +1+1(x +1) =0

ie. @+ ' +3 +3x+ =0



A x+l=0orx +3x° +3x+1=0

Dividing by x°. we get x* + 3x +§+Ii2 =0

(xz +xi) +3(x + %)=CI.

me—l—i=z_ nox? +%=22—2

x

nz2_2+3z=0
_ —3+417
e

Hence :7c+§=_gi;rﬁ

ie. 22+ (=3 + VIT)x+2=0
or 2x%+(-3 —\17)x+2=0.
From these equations x can be found.
Example 2. Solve the equation 6% —x — 43 + 3" +x—6=0.
Solufion.
This is a reciprocal equation of odd degree with unlike signs.
Hence x —1 is a factor of the left- hand side.

The equation can be written as follows:

6x° —6x" +5x - Sx' 38 + 5kt —Sx+6x—6=0

ie, 6x' (x— 1+ 5K (x—1)—38x (x— 1)+ 5% -1+ 6(x—1)=0
ie. (x—1) (6x*+ 5%’ 38x"+ 53+6) =0
~ Xx—1=0o0r 65"+ 5x-38x"+5x+6=0._

We have to solve the equation 6x*+ Sx'— 38 + Sx+6=0.



Dividing by ¥ 6%+ Sx— 38+% + iz =0
k1
@ a5 LX & 1 = 5
16 6(x +x2) :-.(x-|—x) 38=0.
Plltx+%=z. ~xt+==z2-2

The equation becomes
6(z2-2)+5z-38=0
ie. 6z2 +35z—50=0
ie., (2z-5) (3z+10y=0.

1. 5 1 10
xt+t-=—-o x+—-=-—
x 3

ie. X-5%x+2=0o0r 3x +10x+3=0

e, 2x—1)(x-2)=0 or Bx+1)(x+3)=0

. The roots of the equation are 1% 2, —%:mﬂ—E.

Example 3. Solve the equation 6x° — 35x° + 56x* — 565" +35xB6=0.

Selution.

There is no mid-term and this is a reciprocal equation of even degree with unlike
signs. We can easily see that X — 1 is a factor of the expression on lefi-hand side of the
equation.

The equation can be written as
6(x% - 1) - 35x(x* - 1) + 5657 (=" - 1) =0

fe. 6 -+ +D) -3 - 1)+ (X + 1)) +56x°(x - 1)=0



e, (& —1)(6x-35%" + 62x—35x + 6)=0

ie. x=1o0r —1 or 6x—35x+62x— 35x+6=0.

&
=3

Dividing by x*, we get 6x°—35x+ 62 -2+ 2 =0,

6(x2 +2)- 35(x 1 1) +62=0.
Puix-!—i=z. o oxl +xiz=zz—2.

5[22—2}— I5z+62=0
ie. 6z2—35z—-50=0

ie. (3z-10)(2z-5)=0

=
(=]
B | en

x 3 = 2
ie. 3x°—10x+3 =0 or 2x°—5x+2=0
ie. (x-3)(3x—-1)=0 or (x-2)(2x-1)=0

1 1
— oo -
3 2

ie. x=3 or
- The roots of the equationare 1. -1, 3. 2.2 and g
Exercises

Solve the following equations:-

1. 2o+ 26’ — 10 +1=0.

2. x'+3x -3x-1=0.

3. 2% —ox’ +10x* — 3% +10x" —ox +2=0.
4 2 +xtrx 1= 1% +1).

5. X —5x +5%x —1=0.



UNIT - 11l - TRANSFORMATION OF EQUATIONS



Solved Problems

[ ]1.- Find the polynomial equation whose roots are the translates of those of

¥ -t +3 -4 +6=0by 3
Sol: Givenequation is

flx)=x —4x* +3x% —4x+6=0
Required equationis f(x+3)=0
(x+3) —4(x+3)+3(x+3)’

B 4

-4(x+3)+6=0

2l2 4, & # 4 B
0 3 -3 -9 18 _&6

T e Twg g gl

60
0 3 & 9 o a
T 2 3 3 |13
Lo 315 54:' A,
1 5 18| 57
0 3. 24 [ A,
1 sj 42
0 .3_J' A,
1 ’ T
| A | A

Required equation is

X +11x*+ 42x° +57x—-13x - 60 =0



2. Find the polynomial equation whose roots are the translates of the roots of the
equation

X" = —10x° +4x+24=0by 2
Sol:

Given f(x) =x' - x- 10 +4x+24=0
Eequired equationis _f[:x - I';::I =0

(x-2)" +(x-2) -10(x-2)’

=211 -1 10 4 24
’0 2 6 8 _24
i1 =3 4 12] 0 a
0 -2 10 -42
[ 1 5 & ] 0 A
o -2 14 |
‘T———? 20
o 2| A
-

1 ’ -9
AO | A‘n

Required equation is

x* —9x’ +20x* =0

3. Find the polynomial equation whose roots are the translates of the equation
3 +5¢+7=0by4

sol:

Given f (x] =3¢ -5 +7=10
Required equationis f [: x-4) =0

3(x-4) —5{x-4 +7=0



-4 0 -5 0 0 7
12 48 -172 688 -2752
-2 43 172 688 |-2745
-12 96 -556 2912‘ A

3
0
3
0
3 . -24 139 7283500
0
3
0

5

-12 144 -1132 A,

-36 283 ’ -1860

12 192 A
E —48J4?5
L 12 | A,

0

3] 6
Ay |A,

4. Find the equation whose roots are less by 2, than the roots of the equation
X’ -3x*-2x +15x% + 20x +15=0.
Solution:
To find the desired equation, divide the given equation successively by x - 2.
2 |1 -3 -2 +15 +20 +15
2 2 8 +14 68
1 1 4 +7 +34 |85
2 42 4 46
1 +1 2 +3 |+40
+2 +6 +8

2 +10
1 +5|+14
+2

1 [+7




3. Bolve the equation xt-8x —x'+68x+60=0 by removing its second term.
Solution:
To remove the second termy, we have to diminish the roots of the given

—-a 8
ationby h=—l=—=
'91.111.‘110‘111’_‘. 1

Dividing the given equation successively by x - 2, we obtain the new equation as
x5 41440
On solving, weget x=-4,4,-3, 3,

Thus the roots of the original equation are -2, 6, -1 and 5.

PROBLEMSBASED ON REMOVAL OF SECOND TERMS

1. Transform each of the following equations into ones in which of the coefficients

of thesecond highest power of x is zero and also find their transformed equations.

(i) - 6x* +10x —3=0

Given equation is x> — 6x° +10x — 3 = 0.To remove the second term diminish the roots,

By_i=i=2
dy 3

2 -6 10 3
|0 2 -8 +4
ENET 3|y
0 2 -4| A
LR
|0 +2 | A
1] o
[P | A

Required equation is x* — 2x +1=0



i o+ + -&-2=0
s Sol: Givenequationis x* +4x% +2x2-dx-2=0

Diminishing the roots bv — ey |
ey 9

0 -1 =3 1 3
1 3 -1 =3 1
0 -1t =2 3| A
1 i 3 B
a -1 1 A

Required squation is »* -4 +1=10
fii) ¥+6x2+4x+4=0
Sol: Given equationis ¥ + 6 +4x+4=0

Toremove the second term diminish the roots by

2] 1 B 4 &
0 -2 -3 8
ol e
0 -2 -4 A
1 2] -8
0 -2 | A
£ 0
5 8

Regquired equation is ¥ —8x +12 =0



PROBLEMSON SQUARES OF THE ROOTS

Find the polynomial equation whose roots are the squares of the roots of
P-x +l-6=0
Sol] Let f(x)=+ -2 +8x -6
The required equation is f( a’)=t‘r
ie, (Vx) -(Vz) +84x -6=0
zaﬁ +x+8yx —6=0
=5 Jg(r +8)=x+6
Squaring on both sides
=3 x(xf +16x +454) =1 +12r + 36
=7 +16 +6r -2 -1 -36=0
s 15 + 52 -36=0
Descartes’ Rule of signs.
An equation f(x) =0 cannot have more positive roots than there are changes of sign in £ (x)
Let f{x) be a polynomial whose signs of the terms are

L

In this there are seven changes of sign including changes from + to —and from —to + We
shall show that if this polynomial be nmltiplied by a binomial (corresponding to a positive
root ) whose signs of the terms are + — . the resulting polynomial will have atleast one more
change of sign than the original Writing down only the signs of the terms in the
nmulfiplication, we have
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Here in the last line the ambiguous sign + is placed wherever there are two different signs to
be added. Here we see in the product

(1) An ambiguity replaces each confinuation of sign in the original polynomial
(2) The sign before and after an ambiguity or a set of ambiguities are unlike and
(3) A change of sign is introduced in the end.

Descartes’ rule of signs for negative roots.
Letf(x)=(x—ay) (x—az)...... (x—a,)
By subtracting —x instead of % in the equations, we get
fl—x)=(-x—ay) (—x—az)...... (—x—a,)

The roots of f(—x)=0are —a@y, — a2, ... . — ity

Hence to find the maximum mumber of negative roots of fix) =0 | it is enough to
find the maximum number of positive roots of fi—x)=0.

So we can enunciate Descartes” mle for negative roots as follows.



Example. Determine completely the nature of the roots of the equation x’—6x - 4x+5
=0

Solution.
The series of signs of the ferms are +—— +.
Here there are two changes of sign.
Hence there canmot be more than two positive roots.
Changing x into —x , the equation becomes

X G +4x+5=0
ie.x +6x°— 4x—5=0.

The series of the signs of the terms are

Here there 1s only one change of sign.
=~ There cannot be more than one negative root.
So the equation has got at the most three real roots. The total number of roots of the
equation is 5. Hence there are at least two imaginary roots of the equation. We can also
determine the limits between which the real roots lie.
X=-00 -2-1012o0o
X6 —4x+5= - - + +-—++
The positive roots lie between 0 and 1 . and 1 and 2 | the negative root between —2 and —
1

Example:
Consider the equation fx)=x*+3x-1=0

This a polynomial equations of degree 4, and hence must have four roots.
The sign= of the coefficients of f(x) are + + -

Therefore, the number of changes in signs =1
By Descarte’s rule of signs, number of real positive roots < 1,
MNow fi-xj=x2-3x-1=10
The signs of the coefficients of f{—x) are +--
Therefore, the ruumber of changes in signs = 1.
Hence the number of real negative roots of fix) = 0 is < 1.

Therefore, the maxinmim number of real roots is 2.



If the equation has two real roots, then the other two roots nwist be complex roots,
Since complex roots occur in conjugate pairs, the possibility of one real root and
three comyplex roots is not admissible,

Also f(0) <0, and f(1)=0, so fix) = 0 has areal roots between 0 and 1.

Therefore, the given equation nmist have two real roots and two complex roots.

Problem.
Discuss the nature of roots of the equation A5+ Tx+2=0
Solution.

With f(x)= ©+95x - +Tx+2, there are two changes of sign in f(x)=0, and
therefore there are at most two positive roots.

Again f(-x)=-x" +3x"+ 1" =7x+2, and there are three changes of sign, therefore
the given equation has at most three negative roots.

Obriously 0is not a root of the given equation.

Hence the given equation has at most 2 + 3 + 0 = 5 real roots. Thus the given

equation has at least four imaginary roots,



UNIT —IV-ELEMENTARY CONCEPTS




INTRODUCTION
1.1 Mairix : A system of min numbers real (or) complex arranged in the form of an ordered

set of ‘m” rows. each row consisting of an ordered set of ‘0" numbers between [ ] (or) () (or)

15 called a matrix of order m xn.

£ st i,
8y Byt
b | 12 In |
52 o e | = [3§ Jmm where 1=i=m. 1=j=n.
I_am] aml """ [ ] _! mxmn

Order of the Matrix: The number of rows and columns represents the order of the matrix_ It
1s denoted by mxn, where m is number of rows and o 1s number of columns.

1.2 Tvpes of Martrices:

Row Matrix: A Matrix having only one row is called a “Row Matrix™

Eg: [1 2 3:|:l:|:3

Column Matrix: A Matrix having onlv one column is called a “Column Matrzd™ .

|1
Eg: i1
|_2- -!31': _ _
Null Matrix: A= !_af_,- _Im such that 23=0 7 1 andj. Then A is called a “Zero Matrix™ It is

denoted by Onmn

0 007
FeOm=(y o o

Rectangular Matrix: IfA.=[a{,-]m, and m=n then the matrx A is called a “Rectangular

Matrix”™
1 -12] )
Eg:|, ] 4|153253ma111x

Square Matrix: If A= I_a\;_,- _Lm and m=mn then A 1s called a “Square Matnix™.

M 17
;isalem;mix

Ee:ly 5

Lower Triangular Matrix: A square Matrix A5, = i_”ﬁJm is said to be lower Triangular
of 4;=0 if1<j Le. if all the elements above the principle diagonal are zeros.
4 0 0]
Eg: (5 2 0O is a Lower triangular matrix
17 3 6|
Upper Triangular Matrix: A square Matrix 4 = !_H[-,- _!m 1s said to be upper triangular of

d;=01if i.>]. ie. all the elements below the principle diagonal are zeros.



I 3 8
Eg: (0 4 -5 15 an Upper triangular matrix

0 0 2|
Tria;lgle 1Latr1_x A square matrix which 15 either lower triangular or upper tnangular is
called a triangle matrix.
Principal Diagonal of a Matrix: In a square matrix, the set of all ag, for which 1 = j are
called principal diagonal elements. The line joining the principal diagonal elements is called
principal diagonal
Note: Principal diagonal exists only in a square matrix.
Diagonal elements in a matrix: A= [aij]wx, the elements aij of A for which1=.

ie all, an. __ am are called the diagonal elements of A

[1
Eg A=! % % diagonal elements are 1. 5.9

Diagonal Matrix: A Square Matrix is said to be diagonal matrix, if a, =0fori=j ie. all
the elements except the principal diagonal elements are zeros.
Note: 1. Diagonal matrix is both lower and upper triangular.

2K d, & dy are the diagonal elements in a diagonal matnx it can be

represented as diag [a’l, - F— d,,]

Fg: A=diag (3.1.-2)=

Scalar Matriz: A diagonal matnix whose leading diagonal elements are equal is called a

[=]

“Sealar Matrix™. Fg: A= [ E’.

s oW
o ta
i

Unit/Identity Matrix: If A= [g, |  such that a;=1 for i = j. and a;=0 for j= j then A is

called a “Tdentity Matrix or Unit matrix. It is denoted by I,

i 1 0 0
Ex: L=| Rg ] =01 0
- - 0 0 1]

1.3 Trace of Matrix: The sum of all the diagonal elements of a square matrix A is called
Trace of a matrix A and is denoted by Trace Aorir A

[a h g]
Eg:A=|h b [flthentrA=a+b+c
lg f ¢l



1.4 Singular & Non Singular Matrices: A square matrix A is said to be “Singular™ if the
determinant of | A | =0, Otherwise A is said to be “Non-singular™.
Note: 1. Only non-singular matrices possess iNVerse.
2. The product of non-singular matrices is also non-singular.
L5 Inverse of a Mamix: Let A be a non-singular matrix of order o if there exist a matrix B
such that AB=BA=I then B is called the inverse of A and is denoted by A™.
If inverse of a matrix exist. it 15 said to be mvertible.
Note: 1. The necessary and sufficient condition for a square matrix to posses inverse is that
|A] = 0.
1 Everv Invertible matrix has unicue inverse.
3 If A B are two invertible square matrices then AB is also invertible and

(4B) =Bt

Adid

4.4 = where detd =0,

1.6 Transpose of a Matrix: The matrix obtained by inferchanging rows and columns of
the given matrix A is called as transpose of the given matrix A. It is denoted by 4™ or A!

Eg:A=[é :‘;]ThenAT=é i]

Properties of transpose of a matrix: If A and B are two matrices and 4", B are their
transposes then

1) (4™) =4 ;2)(A+BY =4"+B"; 3) (kA) =Kk4" ;4) (4B) =B A
1.7 Symmetric Matrix: A square matrix A is said to be symmetricdf = 4
f 4=[a,| then 4" =[a, imn where a, =a,

i_ahsr

&

Eg |h b f 1s a symmetric matrix
I8 f «



1.8 Skew-Symmetric Matrix: A square matrix A is said to be Skew symmetrigf= — 4

If 4= [”:,rjm then A” =£a}r]m where a,, =~
[0 a -b]
Bg_l 2 0 ¢ is a skew — symmetric matrix

b —c D
Note: All the principle diagonal elements of a skew symmetric matrix are always zero.
Since af=-a;5 — aj=10
1.9 Theorem: Every square matrix can be expressed uniquely as the sum of svimmetric

and skew symmetric matrices.

1 .
Proof: LﬂAbeasquareman'ix,A=§l}4+A =§Lf=[+:!’ ~4d-4")=

1 . 1 1 . 1 ;
A+ A"+ (A-A")=P+Q. where P=—{ A4+ 4" ): Q== A-4"
2r )+ ) Q 5! 1:Q = |

Thus every square matrix can be expressed as a sum of two matrices.

- —r
Consider p =B|A_,{T;I =%|:A;_,;T " =%{ A A I,T]=%;_f__4_- =P since P’ =P

P is symmetric

= T
Consider ¢" =Jl|;1—;_f’ )| = Lia-aY =%|r§l’—[df i |=- %{.1—.{" =-Q

Since @’ =—0. Q is Skew-symmetric.

To prove the representation is unique: Let A=R+5 — (1) be the representation. where R 15
symmetric and S is skew symmetric ie. R =R. 5" =-S5

Consider 4’ =(R+S5) =R"+5"=R-5 —(2)
s . 1 .
(1j-(2)=4-4 =25:»5=E#A—A’ =0

Therefore every square matrix can be expressed as a sum of a symmetric and a skew

symmetric matrix

Ex 1. Express the given matrix A as a sum of a svymmeiric and skew symmetric
matrices [2 —4 9 _|
where A= 14 7 13

Lg 5 11J



[2 14 3
Solution: A'f=§—4 T

9 3 1
i’4 10 12] 2 5 6]
A+ A" =110 14 18':P=;|::I+:!I|= 5 7 9|;Pis symmetric
12 18 22| B 16 9 11}
P -18 6] 0 9 3
A-4"=118 0 S'—:»Q=%|:.4—AT|= 9 0 4);0is skew— symmetric
|6 s of - |-3 4 0
[2 5 6] [0 -5 3]
M A= |5 8 e 0
l6 9 11| |-3 -4 o]

1.10 Orthogonal Matrix: A square matrix A is said to be an Orthogonal Matrix if AAT=ATA=]
Similarly we can prove that A=A-1; Hence A is an orthogonal matrix.
Note: 1. If A, B are orthogonal matrices, then AB and BA are orthogonal matrices.

2. Inverse and transpose of an orthogonal matrix s also an orthogonal matrix.
Resule: If A B are orthogonal matrices. each of order n then AB and BA are orthogonal
matrices.
Resule: The inverse of an orthogonal matrix is orthogonal and its franspose is also orthogonal

Solved Problems :

Teos8  sm b

s
1. Show that A= _ |i5 orthogonal.
|—sn & cosd |
) [cosg  smé| r |cosé  —smé
Sol: GivenA=| | _ then A'=|
|-sm& cosd s & cos? |
TR e Ml feiionss
| —sm & cosf| |sm& cosf |
cos® §+sin’ 8 —cosfisin §+cosfsin 6| 1 0" y
| —sin fcosf+cosfsm 6 cos’H-sm’d J_‘_{} 1]
. A is orthogonal matrix.
-1 2 2
2. Prove that the matrix %g —1 2 |is orthogonal.
2 2 -1



-1 2 2-| g% %
Sol: GivenA= 1, _; }_I Then AT=1, _, ,
3 5.
|2 & s Y2 a2
2 =12 a2.7F=1 2.2 FBU{I] [1
Consider A A'=1/, , 5|12 1 2]=Yg 49 =iﬂ
' il E ]
No: 2 =al 2 2 <] “lo-a ‘JJ 0
= AAT=1
Similarly AT A =1
Hence A is orthogonal matrix

|10 2B ¢
3. Determine the values of a, b, ¢ when 5z p - is orthogonal
la -b ¢l
Sol: - For orthogonal matrix AAT =T
. 26 ][0 a a
So, AA =|a . Igb BBl =T
la =B c]|c —c c_i
Tap? o .2 1.2 _9p? 4t 7
-1-b+c_‘ %bﬁcn :bﬂrn hlo o
2B —c? at+br et gt -pr-g? =I= !U 10
(=282 +¢? a*—b -2 a?+h*+e* | |_CI 01

Solving 2b*-c2 =0, a’-b-c* =0
Wegetc= =2 a=b'+2b? =31
= a=£./3b

From the diagonal elements of I

4bieci=1 = 402201 (since =2b%) = b= :%

1 1 = 1
A=E43b=t—; b=f— c=x42b=—+
2 6 J3
2 31
4 Ismatrix | 4 3 | Orthogonal?
-3 1 9
2 3 1] 2 4 _3
Sol-GivenA=| 4 3 1| = vl 3 3
-3 1 9] 1 1 9|

? % T2 4.3] i14 0 0]
=AAT=|4 3 1[-33 1 =0 26 0|=I;
-3 1 9|1 1 9||0c o o1



AAT = ATA =T
~. Matrix is not orthogonal.

1.11 Complex matrix: A matrix whose elements are complex numbers is called a complex
matriy.

1.12 Conjugate of a complex matrix: A matrix obtained from A on replacing its elements by
the corresponding conjugate complex numbers is called conjugate of a complex matrix. It is
denoted by A

If4=[a, ]m A= '_TF:'M’ where a is the conjugate of a, .

248 5 7. = [0 5§
E :1fA=[ 7 | then A=
EOE ey wsu T | GRE

-
Note: If 4 and B be the conjugate matrices of A and B respectively. then
@ (d)=A (i) A=B=A+B (i) [KA)= £ 4
1.13 Transpose conjugate of a complex matrix: Transpose of conjugate of complex matrix is
called transposed conjugate of complex matrix_ It is denoted by A% or 4"
Note: If 4”and B" be the transposed conjugates of A and B respectively. then
@ (4%)=A (i) (4t B) = A"+ B°

(iii) (&K4)" = KA° (iv) (4B)" = 4°B°

1.14 Hermitian Matrix: A square matrix A is said to be Hermitian Matrix iff 4%=.4
T4 1+37] - [ 4 1-3 [ 4 1+3%
" then A=| | and A%= | ’
1-3 7 ] [1+3i 7 [1-3F 7
Note: 1. In Hermutian matrix the principal diagonal elements are real.
2. The Hermitian matrix over the field of Real numbers is nothing but real svmmetric matrix.

Eg: A=

3. In Hermitian matrix A= [q, | . 4,=a, 7i].
1.15 Skew-Hermitian Matrix: A square matnx A is said fo be Skew-Hermitian Matrix if
Af=-A.

Wi -
2— i

[
|
&

:uld-1|
L

_ i 2+ For
Eg.Let.ﬂFl_E_j 3 | then —I_j_!

|
|
2 J o

_ (4) =A - Ais skew-Hemmitian matrix.
Note: 1. In Skew-Hermitian matrix the principal diagonal elements are either Zero or Purely



2. The Skew- Hermitian matrix over the field of Real mumbers is nothing but real
Skew - Symmetric matrix.

3. In Skew-Hermitian matnix A= | a, § = a,=-a, Vi j.

1.16 Unitary Matrix: A Scuare matrix A is said to be unitary matrix if
Af =AA=TJor A/ =4"

gl -4 -2-4]
Eg 76| 2-4 —4J

1.17 Theorem 1: Every square matrix can be uniguely expressed as a sum of Hermitan
and skew — Hermitian Matrices.

A=1{M}=%{A+A}=%{A+AE + A— A%

Proof: - Let A be a square matnx write » 1
.4=E{ATA§)T;{A—A§}MA =P+0

Let P=1|ATA""_|:_Q=1[A—A‘5:|
T 2
Consider P* =i %{A—A"}" I=%{A+A5}3 —(4+49=-P

Le. P® = P P is Hermitian matrix.

- 5

T & o o y
E"i_‘{ﬁjl =?""ie_‘{|=_?(&—-‘f”}=—§

| =

o =

I

|
Ie 0° =-0.0Q is skew — Hermitian matrix.

Thus every square matrix can be expressed as a sum of Hermitian & Skew Hermitian

Solved Problems :

3 T—di -2+35i
' T+di =2 3= | then show that A is Hermitian and iA is skew-
|-2-5 3-i 4

3 T+4i -2-5i 3 T-4i 245
A={7-4 2 3 [Amd{g 7.4 2 34
|245% 3+i 4 | 2-5 3-i 4

. A=(4) Hence A is Hermitian matrix



[ 3 4+Ti —5-X)
_4+7 -2 ~—1+3; then
|5-2% 133 4 |

-3 4= -5+
B=|-4-7i % -1-3
| 5+34 1-3i -4

-3 —4-Ti i—ii] [ %  4+Ti -5-24

—.T
|B| = 4-Ti 4 1-3i | = -4+7 -2% -1+3i |=-B
|5+4 -1-3 i | =2 1+% 4 |

2. B=1A is a skew Hermitian matnx.

Sol: Given A and B are Hermitan matrices

-~ (4) =4 And (B) =B—— (1)

Nl[:w1;&1..5’—35“J =[E—E]T

. |
—(4B-BA)

P . -
=(AB| —-|B4) =(B| (4] -(4
=BA-4B (By(1))
=—(AB-B4d)

Hence AB-BA is a skew-Hemitian matrix. e

Ta+ic —b+id]

i i | is unitary if and only if a*+hi+cl+d’=1

3. Show that A=

[a+ic —b+id]
S BReacl o o
|b+id a—ic |

Ti_l_a—ff —.b—:'d_i

T |b-id  a+ic |

r - o
- o a-ic b-id
-b—id a+ic

i la~ic —b+:dT a—ic b—id
U U |b+id  a-ic |-b-id a+ic)
&ty el 0

0 a’+b +ct +d* |

-~ AAL" =T ifandonlyif a’ +5" +¢* +d” =1



] 1+2i
4. Given that A= e : » show that (/-A)J+ Al isa unitary matriz.
—1+2

[1 0 0 1+27]
Sol: we have 7 — 4 =| —|_ : J
o0 1] -1+ 0O |

_:_ 1 1+2f
!_—1+2i 1

1 [ 1 -1-2]
A =
(+4 1-44:—‘—1#‘@—2:‘ 1
1/ 1 -1-2]
6/1-2 1 J

Let B=(I-AYI+AT*

g [ 1 —1-2T 1 -1-2] 1[+Q-2)(-1-%) -1-2i-1-2
6/1-2% 1 J1-2F 1 | 6| 1-2i+1-2  (-1-2i)1-2i)+1

1[ -4 —2-4
f, |

6[2—4:‘ % ]

e AT i 23 ﬂ —r 1] 4 2:4i]
Now B= d(B) = '
W6l a |V Tl a4 g ]
7 1[4 2-4 -4 244

1.e. B is unitary matrix.

(T = ANI+ A" is a unitary matrix.



1.18 Rank of a Matrix:
Let A be non matrix. If A 15 a mill matrix. we define its rank to be *07_ If A is a non-zero
matrix. we say that ‘v’ is the rank of A if
i Every {r—l}ﬂl order minor of A is ‘07 (zero} &
ii. At least one r® order minor of A which is not zero.
It is denoted by o (A) and read as rank of A

Note: 1. Rank of a matrix is unique.
2. Every matrix will have a rank.
3. If A is a matrix of order mxn, then Rank of A < min {m.n)
4. If p (A) =1 then every minor of A of order r+1, or minor is zero.
5. Rank of the Identity matrix I isn.
6. If A is a matrix of order n and A is non-singular then p (A)=n
1. If A 15 a singular matrix of ordernthen o (A)<n
Important Note:
1. The rank of a matrix is < r if all minors of (r+1)™ order are zero.
2. The rank of a matrix is =1, if there is at least one minor of order 't which is not equal fo
ZEero.

M2 3
1. Find the rank of the given matrix | 54 4 '

1710 12|

La

Sol: Given matrix A =

R
=T S ]
A

10 12

det A = 1(48-40)-2(36-28)=3(30-28) = 8-16+6=-2=0
We have minor of order 3 ~p(A)=3

m 2 3 #)
2. Find the rank of the matrix |5 AN
8 70 5]

Sol: Given the matrix is of order 3x4
Itz Rank = muin{3.4)=3

Highest order of the minor will be 3.
Let us consider the minor E ; 1 w
i_E 7T 0 |
Determunant of munor is 1{-493-2(-36) + 3(3548)=49+112-30 =24 =),

Hence rank of the given matrix is “3°.



1.19 Elementary Transformations on a Matrix:

i). Interchange of i row and ™ row is denoted by R; — R,

(i1). If i® row is nmltiplied with k then it is denoted by Ri —kRs

(iii). If all the elements of i* row are multiplied with k and added to the corresponding
elements of j* row then it is denoted by Rj — R; +kRi

Note: 1. The corresponding column transformations will be denoted by writing ‘c’. i.e
ci—c, ci—kog g—ctko

2. The elementary operations on a matrix do not change its rank.

1.20 Equivalance of Matrices: If B is obtained from A after a finite mumber of
elementary transformations on A then B is said to be equivalent to A It is denoted as B~A.
Note : 1. If A and B are two equivalent matrices, then rank A = rank B.

2 If A and B have the same size and the same rank then the fwo matrices are equivalent.
1.21 Elementary Matrix or E-Matriz: A matrix is obfained from a unit matrix by a
single elementary transformation is called elementary matrix or E-matrix.

Notations: We use the following notations to denote the E-Matrices.

1) E, — Matrix obtained by interchange of i® and j® rows (columns).
HE ) Matrix obtained by multiplying ith row {column) by a non- zero number k.

3}Eﬁ, — Matrix obtained by adding k times of i row (columm) to ith row (column).

1.22 Echelon form of a matrix:

A matrix is said to be in Echelon form, if

(1) Zero rows, if any exists, they should be below the non-zero row.

(i) The first non-zero entry in each non-zero row s equal to *1°

(1i1) The number of zeros before the first non-zero element in a row is less than the number of
such zeros m the next row.

Note : 1. The number of non-zero rows in echelon form of A is the rank of A"
1 The rank of the transpose of a matrix is the same as that of original matnix.
L The condition (i) is optional

E] is a row echelon form.

o0
gL} ¢
g0 11
00 00
111

1-3-1
x is a row echelon form.
00 0



1. Determine rank of the matrix. A if

1 -3 -6
A=3 3 1 2
I 1 1 2

Solution:

1 0 32 64
—-{0 1 33 66
0 0 28 -56

1

R, xﬁ
1 0 32 64
-10 1 33 66
0 1 -2

R,+ 32R,, R,— 33R,
1000

-0 1 0 0
0 0 10

= [Is D]

-. Rank of A=3



2. Determine the rank of matrix

=D | [=E o A =] o o o
[ =T~ T R = N = B I & I = =
(]
.l.U.U__.I..U.ﬂ_H.I..U.U
= =
| [ | o |



Loals 3 5
3. Find the rank of the matrix using echelon form =r2 1 3
E 4 7 13
18 4 3 -1}
e . T
Sol: Given 4_'__4 PR |
“TlB 4. 7 13
|8 4 =3 -1
|_2 1 3 57
By applying R, — R, —2R R, > R, —4R R, > R, -4R, _Jw:g g ‘g ‘fr_
| = - {
lo 0 -15 -21)
F1°1 .3 §]
iﬁirgz_,ﬁ__ﬁi_}& iiLMEI:I 05 7
-1 -1 =3 2 e T
o 05 7]
[0 5
R >R -R.R,—R,-R o
B 0000
{0 00 0]
= A is in echelon form s~ BRank of A=2
1 2 3 0O
Reduce the matrix ; ; f % into echelon form and hence find its rank.
6 83 7 5

Sol: Let us consider given matrix to be 4

i 2w g
|z 4 3 2
=A4=|3 2 1 3
6 8 7 5
1 2 a0
Ry = Ry 3Ry 3
R, —Ry—38, |0 0 -3 2
R, —R,—6rR, |0 —% -8 3
0 —4 —11 5
1 2 3 0
0 —4 —8 3
Ry + Ry i 0 —3 2
l0 —4 —11 5
1 2 3 0
0 —4 -8 3
Ry — Ry — Ry 0 0 -3 2
0 0 -3 2




Ry — Ry — Ry

o Do =
|
LIS
| 1
[Fi R o]
[on T NN FY R

Now, this is in Echelon form and the number of non-zero rows is 3

Hence, p(A) = 3

1.23 Normal form/Canonical form of a Matrix:
Every non-zero Matrix can be reduced to any ome of the following forms.
11, 0] [

iy Hi A l.'!]I {;}[I,] Known as normal forms or canonical forms by using Elementary

row or column or both transformations where [ is the unit matnix of order 'r” and "0’ is the
null matrix.

Note: 1.In this form “the rank of a matnix is equal to the order of an identity matrix.

2. Normal form another name 1s “canonical form™

Solved Problems :
23 47
1L By reducing thematrix |2 1 4 3 into normal form, find its rank.
130 5 -10|
[1.2 3 4 7
Sol: Given A=/2 1 4 3
130 5 -10

1.2 3 @
Re—R-2RiRs—R-3R1  A~[0 -3 -2 5
0 -6 -4 -2]

1 2 3 4
Rs — Rs/-2 A= |03 =3 w5

it 3 4 H|

T T P B
R: — Rs+Rs A~|0 -3 -2 -5|

00 0 6 |



0 il
cx—C1-2c1, cs—c3-3c,ce—e-dcr A~ |0 -3 -2 -5
o o0 6 |
1 0 © 07
3 — 3 03200 ca— 3050 A~|0 -3 0 0
00 o 18
1 0 0]
cx— ca/-3. c4—ca/18 A~|0 1 0 0 |
0 0 0 1|
1 0 0 0
C4 £+ C3 A-(D 1 O O
0 0 0 |

This is in normal form [Iz 0], - Hence Rank of A is 3"
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MATRICES
RANK OF A MATRIX

Let A be any matrix of order mxn.The determinants of the sub square matrices of A are
called the minors of A. If all the minors of order (r+1) are zero but there is at least one non
zero minor of order r, then r is called the rank of A and is written as R(A). For an mxn matrix,

» |f mis less than n then the maximum rank of the matrix is m
» |f mis greater than n then the maximum rank of the matrix is n.

The rank of a matrix would be zero only if the matrix had no non-zero elements. If a matrix
had even one non-zero element, its minimum rank would be one.

Example
1 2 3
1. Find therankof A={1 4 2
2 6 5

|A| = 1(20-12) -2(5-4) +3(6-8) = 0
Hence R(A) < 3.

2
Let the second order minor 4 =2 20
R(A)=2.
1 -1 -2 -4
] 2 -1 -1
2. Find the Rank of B =
3 1 3 =2
6 0o -7
1 -1 -2 -4
0 5 3 7
= R2=R2—-2R1, R3= R3 - 3R1, Rs= R4 — 6R1
0 4 9 10
0O 9 12 17




o O O -

O O O -

o O O -

R2= 1/5R2, R3= R3, R4= R4

R3= R3-4R2, Ra= R4-9 R>

R4= R4- R3

The number of Nonzero Rows is 3.Hence R(B)=3.

3. Find the Rank of the Matrix A =

The number of Nonzero Rows is 3.

Find the Rank of the Matrix A =

2
1
4

o O B+

-2 1
4 -1
6 -3
1 4 -1
2 —2 1 Ri= Rz, R2= Rl
4 6 -3
1 4 -1
0 —10 3 R2= R2-2 Rl ,R3 = R3 -4 Rl
0 -10 1
1 4 -1
0 -10 3 | Rs=Rs-R:
0O 0 -2

N N O

Hence R(A)=3.

2 1
4 2
2 1
2 1
4 2 Rs = R3- R>
-2 -1



The number of Nonzero Rows is 3. Hence R(A)=3.

5. Find the Rank of the Matrix B =

_ O O -
N DN O
(el G IR S

o
E- N )

A possible minor of least order is whose determinant is non zero.

o
N N O
N

Hence it is possible to find a nonzero minor of order 3.

Hence R(B)=3.

CONSISTENCY OF LINEAR ALGEBRAIC EQUATION

A general set of m linear equations and n unknowns,

A Xy A X, +oeeeee +a,,X, =C
8.21X1 + a.ZZX2 +oeeeens + aZan = 02
A, X +8 X, +ones +a, X =C.

can be rewritten in the matrix form as

all a12 ' ' aln Xl Cl
a21 a22 ' ' a2n X2 C2
_aml amZ amn _Xn_ _Cm_

Denoting the matrices by A, X, and C, the system of equation is, AX = C where A is called
the coefficient matrix, C is called the right hand side vector and X is called the solution
vector. Sometimes AX=C systems of equations are written in the augmented form. That is



- -
8 8p e 8y, "
C
QB e a,, C2
[A:C] =] :
Ay, By e Byt

Rouche’sTheorem

1. A system of equations AX =C is consistent if the rank of A is equal to the rank of the
augmented matrix (A:C). If in addition, the rank of the coefficient matrix A is same as the

number of unknowns, then the solution is unique; if the rank of the coefficient matrix A is less
than the number of unknowns, then infinite solutions exist.

2. A system of equations AX=C is inconsistent if the rank of A is not equal to the rank of the
augmented matrix (A:C).

[Al [X] = [B]
|
[ |
Consistent System if Inconsistent System if
rank (A) = rank (A.B) rank (A) < rank (A.B)
[
[ |
Unique solution if Infinite solutions if
rank (A) = number of unknowns rank (A) < number of unknowns

Problems
1. Check whether the following system of equations
25X1 +5X2+X3 = 106.8
64X1 +8X2+X3 = 177.2

89x1 +13x,+2Xx3 = 280 is consistent or inconsistent.

Solution
The augmented matrix is

25 5 1 :106.8
[A:B]=|64 8 1 :1772
89 13 2 :280.0

To find the rank of the augmented matrix consider a square sub matrix of order 3x 3 as

5 1 106.8
8 1 177.2 | whose determinantis 12. Hence R[A:B]is 3.
13 2 280.0



So the rank of the augmented matrix is 3 but the rank of the coefficient matrix [A] is 2

as the Determinant of A is zero. Hence R[ A: B] # R [A].Hence the system is
inconsistent.

2. Check the consistency of the system of linear equations and discuss the nature
of the solution?
X;+2x5 +x5 =12
3xp+x; —2x3 =1
dx, —3x5 —x3=3

EI] +4I2 +2X3 =4

Solution
The augmented matrix is
1 2 1 2
3 1 -21
[A:B]=
4 -3 -1 3
2 4 2 4
[A: B]is reduced by elementary row transformations to an upper triangular matrix
1 2 1 2
0 -5 -5 -5

= 0 11 5 =& R2=R2-3R1, Rs=R3-4R:, Ri= Rs- 2R;

0 0 0 O

1 2 1 2

0 1 1

= R.=R2/ -5
0 -11 -5 -5

0 0 0 O

1 2 1 2
Jottd Rs=Rs +11 R;
0 06 6

0000

Here R [A: B]=R[A] =3.Hence the system is consistent. Also R[A] is equal to the

number of unknowns. Hence the system has an unique solution.

3. Check whether the following system of equations is a consistent system of

equations. Is the solution unique or does it have infinite solutions



J:'l +2.1-2 - 3.T3 _4_1_4 - {:.'
X+ 3.'-'['2 + X3 —2}{'4 =4

Solution
The given system has the augmented matrix given by

12 -3 -4 6
[A:B]=|1 3 1 -2 4
2 5 -2 -5 10

[A: B]is reduced by elementary row transformations to an upper triangular matrix
1 2 -3 -4 6|
=10 1 4 2 —-2|R:=R2>-Ri,R3=R3-2R;
01 4 3 -2

1 2 -3 -4 6|
= O 1 4 2 —2 R3:R3—R2
00 0 1 O

Aand [A: B]are each of rank r = 3, the given system is consistent but R[A] is not
equal to the number of unknowns. Hence the system does not has a unique solution.

4. Check whether the following system of equations
3X=2y+32=8
X +3 y+6z = =3
2X+ 6y+12z = -6
is a consistent system of equations and hence solve them.

Solution
Let the augmented matrix of the system be
3 -2 3 8
[ABl= (1 3 6 -3
12 6 12 -6
1 3 6 -3]
=13 -2 3 8 Ri=R: R=R;
2 6 12 -6
1 3 6 -3]
= (0 11 15 -17| R,;=R:-3R:,R3=R3-2R;
00 0 O

R[A:B] = R[A] = 2.Therefore the system is consistent and posses solution but rank is not



equal to the number of unknowns which is 3.Hence the system has infinite solution. From
the upper triangular matrix we have the reduced system of equations given by

X +3 y+6z = -3 ; 11y+15z = -17 .
By assuming a value for y we have one set of values for z and x.For example when y=3,
z = —10/3 and x = 8.Similarly by choosing a value for z the corresponding y and x can be
calculated. Hence the system has infinite number of solutions.

5. Check whether the following system of equations
X+y +z2=6
3x=-2y+4z=9
X=y=z=0
Is a consistent system of equations and hence solve them.

Solution
Let the augmented matrix of the system be
1 1 1 6

-2 4 9
-1 -1 0
1 1 6

[A:B]

3

1

1

0 -5 1 -9| Ry=Rr3Ri,Rs=Rs—R;
0 -2 -2 -6

1 1 1 6

0 1 -1/5 9/5| Ry=Ry/-5

0 -2 -2 -6

11 1 6
=10 1 —]/5 9/5 R: = R3+2 R,
0 0 -12/5 -12/5

Hence R[A B] =R[A] =3 which is equal to the number of unknowns. Hence the system is
consistent with unique solution. Now the system of equations takes the form

X+y +z=6; y-z/5=9/5; —12/5z = —-12/5.
Hence z =1. Substituting z = 1 in y-z/5 =9/5 we have y-1/5 = 9/5 or y = 1/5+9/5 = 10/5.

Hence y =2. Substituting the values of y,z in x+y + z = 6 we have x= 3. Hence the system
has the unique solution as x= 3,y =2,z =1.

CHARACTERISTIC EQUATION

The equation |4 — AI| = 0 is called the characteristic equation of the matrix A
Note:

1. Solving |4— Al| =0, we get n roots for 4 and these roots are called characteristic
roots or eigen values or latent values of the matrix A

2. Corresponding to each value of 4, the equation AX = AX has a non-zero solution
vector X



If X,. be the non-zero vector satisfying AX = 41X, whend = 4,.,, X, is said to be the
latent vector or eigen vector of a matrix A corresponding to 4,

Working rule to find characteristic equation:

For a 3 x 3 matrix:

Method 1:
The characteristic equation is |4 — AI| =0
Method 2:

Its characteristic equation can be written as 1* — 5,4 + 5,4 — 53 = 0 where S; = sum
of the main diagonal elements, S> = sum of the minors of the main diagonal elements,
Ss = Determinant of A = |A|

For a 2 x 2 matrix:

Method 1:

The characteristic equation is [4— AIl =0

Method 2:

Its characteristic equation can be written as 4> — 5;4 + 5, = 0 where S; = sum of the

main diagonal elements, S, = Determinant of A = |A|

8 -6 2
1. Find the characteristic equation of (—6 7 —4)
2 —4 3

Solution: Its characteristic equation is A% — 5,17 + 5,4 — 53 = 0,

where S; = sum of the main diagonal elements =8 + 7 + 3 = 18,

S, = sum of the minors of the main diagonal elements=45
Ss = Determinant of A = |A|=0
Therefore, the characteristic equation is A% — 1847 + 454 = 0.

2. Find the characteristic equation of (_31 ;)

Solution: Let A= (_31 %)

The characteristic equationl of A is 12 — §;1+ 5,.5; = sumofthemaindiagonalelements = 3
+2=5and 5; = Determinantofd = |A|=3(2)-1(-1) =7



Therefore, the characteristic equation is A — 54 + 7 =0.

EIGEN VALUES AND EIGEN VECTORS OF A REAL MATRIX

Working rule to find Eigen values and Eigen vectors:

1. Find the characteristic equation |4 — Al| = 0

Solve the characteristic equation to get characteristic roots. They are called Eigen
values

3. To find the Eigen vectors, solve [4 — AIlX = 0 for different values of 4
Note:

1. Corresponding to n distinct Eigen values, we get n independent Eigen vectors

2. If 2 or more Eigen values are equal, it may or may not be possible to get linearly
independent Eigen vectors corresponding to the repeated Eigen values

3. If X; is a solution for an Eigen valued;, then cX; is also a solution, where c is an

arbitrary constant. Thus, the Eigen vector corresponding to an Eigen value is not
unique but may be any one of the vectors cX;

Problems

1. Find the eigen values and eigen vectors of the matrix (; 1 )

Solution: Let A= G _11) which is a non-symmetric matrix

To find the characteristic equation:

The characteristic equation of A is A2 — §;1+ 5; = 0 where
51 = sumofthemaindiagonalelements =1 -1 =0,
5, = DeterminantofA = |A|=1(-1)-1(3)=-4
Therefore, the characteristic equationis A>— 4 =10i.e.,A*=4o0rd = £2

Therefore, the eigen values are 2, -2

To find the eigen vectors:

[4— 21X =0
G 22 DIE=Ll=1G 2)-G k=[]
S| N —
case 1:1fa=-2," = _1(_2}] 2] =[] tFrom (@



ie,3x;+x, =0, 3%+ x2=0

i.e., we get only one equation 3x; + x; = 0= 3x; = —x, = ?= %

Therefore Xy = [_13]

1-(2) 1 Hxi

Case2: If A= 2,[ 3 1-(2) xz] = [g] [From (1)]

e, X +x,=0=2x—x,=0
Jx1—3x:=0=2xy —x,=10

i.e., we get only one equation x; — x; = 0

X1 g
= = = — = —
Xy X 1 1
1
Hence, X, = [ ]
1
2 2 =7
2.Find the eigen values and eigen vectorsof |2 1 2
0 1 -3
2 2 -7
Solution: LetA=|2 1 2
0 1 -3

To find the characteristic equation:

Its characteristic equation can be written as A% — 5, 4% + 5,4 — 53 = 0 where

51 = sumofthemaindiagonalelements =2 +1-3 =0,

S5 = Sumoftheminorsofthemaindiagonalelements = H _23| + |g :§| + |§ i =-5+

(-6) +(-2)= -5-6—-2=-13
53 = DeterminantofA = |A| =2 (-5)-2 (-6)-7(2) =-10+ 12 -14 =-12

Therefore, the characteristic equation of Ais A2 — 134+ 12 =0

3| 1 0 -13 12

0 3 9 —12

1 3 -4 0



, —-3+./32-4(1)(—4) -3 +£+/25 -3+5
(A-3)(A12+31-4)=0=21=3,1= il W) _ Ned

2(1) 2 2
_ —3+45 —3-5
-—— =

1,—-4

Therefore, the eigen values are 3, 1, and -4

To find the eigen vectors: Let [A—AIlX =0

2—4 2 =7 X1 0
2 1-4 2 Xz21= 10
0 1 -3 - X3 0

2—-1 2 —7 Xy 0
Casel:IfA=1,| 2 1—1 2 Xa|= |0

1 2 7% 0
i.e., 2 0 2 X21= 10
0 1 —411%s 0
=S xt2x,—Tx3 =0 1)
2%+ 0x2 +2x3=10 - (2)
ﬂx1+x:—4x3=|:_‘] ________ (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3
2 -7 1 2
0 X252 K o

X% M % %
4 -16 -4 1 -4 -1

1
Therefore, X,=| -4
-1
2—3 2 =7 X1 0
Case2: IfA=3,| 2 1-3 2 Xz|= |0
0 1 —3—311%3 0

-1 2 =7][* 0
ie,|2 -2 2||x|=|0
0 1 —all%s 0

;‘*—x1+2x2—?x3=ﬂ -------- (1)



le_ 2.7(-'2 + 2.1'3 = ﬂ -------- (2)
ﬂx1+ Xz — Exﬂ = - (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3

XXX

10 -1z 275 61

5
6
1

6 2 =-7][*1 0
Case3:IfA=—-4,|2 5 2 ||x2|= |0

Therefore, X, =

0 1 11l%s 0
= 0xy+ 23— Txg =0 -—nv 1)
2%y + 5x7 +2x3 =0 --ommmm- (2
Oxi+x:+x3=0 -mmmmev 3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3
2 -7 6 2
5 ><2’><‘2>< 5
R S S Xy Xy g

= = =2

39 —Z6 26 3 —2 2
3
-2
2

0 1 1
3.Find the eigen values and eigen vectors of the matrix[l 0 1].
1 1 0

Therefore, X5 =




Solution: Let A=

o0 1 1
1 0 1
1 1 0

To find the characteristic equation:

Its characteristic equation can be written as 1% — §; 1% + §;4— 55 = 0 where

5y = sumof the maindiagonal elements =0+ 0+ 0 = 0,

53 = Sumof the minors of the main diagonal elements = |3 é| + |2 é| + |2 1| =
-1-1—-1= -3

53 = Determinantof A= [A|=0-1(-1)+ 1(1)=0+1+1=2

Therefore, the characteristic equation of Ais A2 — 04*—31 -2 =10

1)1 0 -3 -2
0 -1 1 2
1 -1 -2 0

A-(-1))A-1-2)=0=2=-1,
1+ /(D7—4D(-2) 1+y1+8 1+3 1+31-3
2(1) 2 2 27 2 7

A=

Therefore, the eigen values are 2, -1, and -1

To find the eigen vectors:

[A-AIlX =0

e
RSN
i 2 Al

0
Case l: If A =12, [

= —2x+tx,+x3=0--- (1)
X — 2%+ x3 =0 o (2)
.'X-'1+ xﬂ—2x3 =0 - (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get



0—(-1) 1 1 11 [0
Case 2: IfA =—1, 1 0—-(-1) 1 [ :] = H

1 1 0— (—1)|Lxs 0
1 1 1|[* Q0
e, |1 1 1]||*Xz2|= |0
1 1 1J/Ll%s a
:‘X1+x:+xE:ﬂ ---------- (1)
x1+xg+x3:ﬂ ---------------- (2)
tratxy3=0--—-—--m- (3). All the three equations are one and the same.
Xg Xg
Therefore, x;+ x;+x3=0.Putx;, =0 =2x, +x; =0 =2 x; = —x, ==
0
Therefore, X, = | 1
-1
l
Since the given matrix is symmetric and the eigen values are repeated, letX; = |m|. X5 Is
T

orthogonal to X, and X, .

1
[1 1 1][m =0=l+m+n=0 - 1)
T
l
[0 1 —1][m]=[l =20l4+m—n= 0 2)
T

Solving (1) and (2) by method of cross-multiplication, we get,

I m 1

XXX



l_m_n 2
5 " 1 - Therefore, Xy = | 1
1
Thus, for the repeated eigen value 4 = —1, there corresponds two linearly independent

eigen vectorsX, and X;.

2 -2 2
4.Find the eigen values and eigen vectors of [1 1 1 ]
1 3 -1
2 -2 12
Solution: LetA=|1 1 1
1 3 -1

To find the characteristic equation:

Its characteristic equation can be written as A* — §;1% + 5,4 — 55 = 0 where

51 = sumofthemaindiagonalelements =2 +1—-1 = 2,

55 = Sumoftheminorsofthemaindiagonalelements = |§ _11| + E _21| + E _12| =

—4—4+4=—4

53 = DeterminantofA = |A| = 2(-4)+2(-2)+2(2)=-8-4+4=-8

Therefore, the characteristic equation of Ais A* — 232 — 441 +8=10

21 -2 -4 8
0 2 0 -8
1 0 -4 0

-2 —-4)=0=21=2, A=2-2
Therefore, the eigen values are 2, 2, and -2
A is a hon-symmetric matrix with repeated eigen values

To find the eigen vectors:

[A-AIlX =0

2—A4 -2 2 X1 0
1 1-4 1 Xz|= 10
1 3 -1- X3 0



2—(—2) —2 2 Xy 0
Case 1: If A= -2, 1 1-(-2) 1 [ 2] = H
1

X3 0
4 —2 21[*1 0
e, (1 3 1f|x2[= |0
1 3 1llxs 0

= 4'.'3(.'1_ 2.'3(.': =+ 2_",'(.'3 = cmmmm- (1)
X+ 3+ x3=0 e (2)
X+ 3%+ x3 =0 - (3) . Equations (2) and (3) are one and the same.

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3
-1 1 2 -1
3 X 1 2<4 1 X 3
Xy X3 Xz X3 Xp X3

= — = = = =
—4 —1 7 4 1 —7

4
1
-7

2—2 —2 2 X1
Case 2: IfA =12, 1 1-2 1 X3

Therefore, X, =

I
L —
[ R e
—

1 3 —1—211%3 0
0 -2 2 Xy 0
e, |1 -1 1 ||xz|= |0
1 3 —=3llxs 0
= ﬂxl_ 2.’1-': + 2.'1'3 =) | SEEn—— (1)
Xj_ Xa +:XI3 = U (2)
xy + 3x; — 3x3 = O m—- (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3

XX



Therefore, X, =

0
1
1
We get one eigen vector corresponding to the repeated root 4, = 43 = 2

1 1 3
151]

3 1 1

5.Find the eigen values and eigen vectors of

1 1 3
1 5 1] whichis a symmetric matrix
3 1 1

Solution: Let A=

To find the characteristic equation:

Its characteristic equation can be written as A* — §;4% + 5,4 — 55 = 0 where
51 = sumofthemaindiagonalelements=1+5+1 =7,
_ . Ny _ |5 1 1 3 1 1_,
55 = Sumoftheminorsofthemaindiagonalelements = |1 1| + |3 'l| + |1 5| =4
g+4=10
53 = DeterminantofA = |A| =1(4)-1(-2)+3(-14) = 4+ 2-42=- 36

Therefore, the characteristic equation of Ais 2*—71°+04 +36=0

-2 |1 —7 0 36
0 -2 18 - 36
"1 9 18 0

(A—(-2))(12-91+18)=0=1= -2,
_9+./(-97-4(1)(18) 9++81-72 9+3 9+39-3
- 2(1) - 2 o2 T2 2 T

A

6,3

Therefore, the eigen values are -2, 3, and 6

To find the eigen vectors:

[A—AIX =0

1-4 1 3 X1 0
1 5—4 1 X21= |0
3 1 1- A3 0

1-(-2) 1 3 Xy 0
Case 1: If A= -2, 1 5—-(-2) 1 [ :] = H
3



31 3" 0
e, (1 7 1([*z2|= |0
3 1 31l%3 0

:}-3x1+x:+3x3:{] _________ (1)
X+ Taa+x3 =0 —-mmmmeme- 2)
3x;+x,+3x3=0 - (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3

1 3 3 1
X X X X 1
i=_2=_3:>i=—2=—3. Therefore, X1=| 0
-20 0 20 1 0 -1 1

1—3 1 3 X 0
Case 2: IfA=3,] 1 5-—3 1 Xz|= |0

3 1 1—311x3 0
-2 1 3][* 0
e, |1 2 1l|xz|= 1|0
3 1 —2il%s 0
= —2x1+x,+3x3=0 - (1)
Xt 2x;+x3 =0 - 2)
3xytx;—2x3 =0 --mmeeee- (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3

s XK X s




1—-6 1 3 Xy 0
Case 3: If4A = 6, 1 5—6 1 Xa21= 10

3 1 1—6l1xs 0
-5 1 31[*1 0
e, |1 -1 1]|xz|=]0
3 1 —G5llxg 0
;"—5x1+x2+3x3={] __________ (1)
Xy xn+x:5:ﬂ ---------------- (2)
3_'X.'1+ Xa— 5_'X.'3 Y | S —— (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3

Therefore, X5 =

1
2
1

PROPERTIES OF EIGEN VALUES AND EIGEN VECTORS:

Property 1:

0] The sum of the eigen values of a matrix is the sum of the elements of the
principal diagonal (or) The sum of the eigen values of a matrix is equal to the
trace of the matrix

(i) Product of the eigen values is equal to the determinant of the matrix

Property 2:

A square matrix A and its transpose AT have the same eigen values (or) A square
matrix A and its transpose AT have the same characteristic values

Property 4:

If 4 is an eigen value of a matrix A, then % (A # 0) is the eigen value of 471

Property 5:

. . . 1. . .
If 4 is an eigen value of an orthogonal matrix, then 7S also its eigen value

Property 6:

If Ay, 45, ..., 4, are the eigen values of a matrix A, then A™ has the eigen values
AT AT, .., A (m being a positive integer)



Property 7:
The eigen values of a real symmetric matrix are real numbers
Property 8:

The eigen vectors corresponding to distinct eigen values of a real symmetric matrix
are orthogonal

Property 9:
Similar matrices have same eigen values
Property 10:

If a real symmetric matrix of order 2 has equal eigen values, then the matrix is a
scalar matrix

Property 11:
The eigen vector X of a matrix A is not unique.
Property 12:

If A4, 42,..., 4, be distinct eigen values of a nh x n matrix, then the corresponding eigen
vectors Xy, X5,..., X, form a linearly independent set

Property 13:

If two or more eigen values are equal, it may or may not be possible to get linearly
independent eigen vectors corresponding to the equal roots

Property 14:

Two eigen vectors X; and X5 are called orthogonal vectors if X{Xz =0

Property 15:

Eigen vectors of a symmetric matrix corresponding to different eigen values are
orthogonal

Property 16:

If A and B are n x n matrices and B is a non-singular matrix then A and B~*AB have
same eigen values

Problems:
-1 1 1
1. Find the sum and product of the eigen values of thematrix | 1 -1 1
1 1 -1

Solution: Sum of the eigen values = Sum of the main diagonal elements = -3.
Product of the eigen values = |A| =-1(1-1)-1(-1-1)+ 1(1- (-1)) =2+2=4

6 -2 2
2. Two of the eigen values of [—z 3 —1] are 2 and 8. Find the third eigen value
2 -1 3



Solution: We know that sum of the eigen values = Sum of the main diagonal elements
=6+3+3 =12

Given 44 = 2,4, = 8,43 =7

Therefore, 4; + A +A; =12=24+8+4;=12= A;=2

Therefore, the third eigen value = 2

8 -6 2
3. If 3and 15 are the two eigen values of A= |—-6 7 —4], find | A|, without
Z -4 3

expanding the determinant

Solution: Given 4; =3 and A = 15,45 =7
We know that sum of the eigen values = Sum of the main diagonal elements
=l +A;+A;=8+7+3

=34+154+4;=18= A;=0

We know that the product of the eigen values = | A |

= (3)(15)(0) = | 4] = |4l =0

3 10 5

-2 -3 -4
3 3 7

4. If 2,2, 3 arethe eigen values of A = , find the eigen values of AT

Solution: By the property “A square matrix A and its transpose AThave the same eigen
values”, the eigen values of AT are 2,2,3

3 -1 1
5. Two of the eigen values of A=|—-1 5 —1] are 3 and 6. Find the eigen values of
1 -1 3

}1_1
Solution: Sum of the eigen values = Sum of the main diagonal elements = 3 +5+3 = 11
Given 3,6 are two eigen values of A. Let the third eigen value be k.

Then, 3+ 6 + k=11 = k = 2 Therefore, the eigen values of A are 3, 6, 2

By the property “If the eigen values of A ared,, 1,,43, then the eigen values of A1

”

bl
w | =
=

1 . -
are— the eigen values of A~ are

1
A‘_J‘i:.l‘ls y o

CAYLEY-HAMILTON THEOREM
Statement: Every square matrix satisfies its own characteristic equation
Uses of Cayley-Hamilton theorem:

(1) To calculate the positive integral powers of A



(2) To calculate the inverse of a square matrix A

Problems:

1. Show that the matrix [; _12] satisfies its own characteristic equation

-2
1
5 = Sumof the maindiagonal elements= 1+1=2

Solution:Let A =E ] The characteristic equation of A is 1 — 5,1+ S, = 0 where
S,= |4l =1-(-4)=5
The characteristic equation is A2 — 24 +5=10

To prove A2 —24+51 =0

w=aw=[ 7l 71=[7 T

seanesi= [3 -E S 9-0 -0

Therefore, the given matrix satisfies its own characteristic equation.
11
2. Verify Cayley-Hamilton theorem for the matrix A = [1 Oj and hence find its
inverse.

Solution: The characteristic polynomial of A is p(A) =A2-A-1.
A2 — 2 1
11
2 1)(1 1y(1 O 0 0
A2-A-I= - - =
1 1)1 0)\0 1 0 0

A2-A—-1=0,

Multiplying by A * we get A—I1-A1=0,

A=Al
a0 1
1 -1
1 -1 4

3. Verify Cayley-Hamilton theorem for the matrix A=|{3 2 —1|and hence find
2 1 -1

is inverse.

Solution: The characteristic polynomial of Ais p(A) =A3-2 A2 -5\ + 6.



6 1 1 11 -3 22
A*=7 0 11|,A°=|29 4 17
3 -1 8 16 3 5

To verify A3—2A2—-5A+61= 0 -------mmeem- (1)

A3-2A2-5A+61=

11 -3 22 6 1 1 1 -1 4 1 00
29 4 17|-227 0 11-53 2 -1{+6/0 1 O
16 3 5 3 -1 8 2 1 -1 0 01

1
o O O
o O O
o O O

Multiply equation (1) by A 2
WegetA2—-2A —-51+6A1=0
6AT=51+2A-A?

1 00 1 -1 4 6 1 1
6A'=50 1 0(+2(3 2 -1|-|7 0 11
0 01 2 1 -1) (3 -1 8

1 -3 7
=-1 9 -13
1 3 -5
1 -3 7
A‘lz1 -1 9 -13
0 1 3 -5
-3 1 -3
. Verify Cayley-Hamilton theorem for the matrix A=| 20 3 10 |and hence
2 -2 4

find its inverse and A 4.
Solution: The characteristic polynomial of Aiis p(A) = A3-4A2 -3\ +18 =0.

23 6 7 65 27 19
A= 20 9 10 | A®=| 140 27 70
-38 -12 -10 ~146 -54 -—46

To verify A3—4A2 —3A+ 18 | = 0 -----m-m-m-—- (1)



A3-4A2-3A+181=

65 27 19 23 6 7 -3 1 -3 1 00
140 27 70 |-4] 20 9 10 |-320 3 10(+180 1 O
-146 -54 -46 -38 -12 -10 2 -2 4 0 01

0 0O

=10 0 O

0 0O

Multiply equation (1) by A *
WegetA2-4A-31+18A1=0
18A1=31+4A-A2

1 00 -3 1 -3 23 6 7
18A*=30 1 0[+420 3 10|-| 20 9 10
0 01 2 -2 4 -38 -12 -10

-32 -2 -19
=/ 60 6 30
46 4 29
-32 -2 -19
At = 1 60 6 30
18
46 4 29

Multiply equation (1) by A
WegetA4—4A3 -3 A2+ 18A=0

A4=4A3 +3A%-18A

65 27 19 23 6 7 -3 1 -3
A*=4 140 27 70 |+3 20 9 10 (-18 20 3 10
-146 -54 -46 -38 -12 -10 2 -2 4

383 108 151
=| 260 81 130
-734 -216 -286

zZ -1 z
. Verify Cayley-Hamilton theorem, find A* and A~ *when A=|-1 2 —1]
i -1 z

Solution: The characteristic equation of A is 1% — §;4%* + §,4— 53 = 0 where

51 = Sumof the maindiagonal elements =2+ 2+2 =6



53 = Sumof the minirs of the maindiagonal elements =3+ 2+3 =8

Sa= 4| =24-D+1(—2+D+2(1-2)=23)-1-2=3

Therefore, the characteristic equation is A* — 642+ 81 —3 =0

To prove that: 43 —6424+84—-31=0

2 -1 2][2 -1 2
Al=|-1 2 —4[—1 2 -1
1 -1 2]l1 -1 2
7 -6 9][2
A= A%A)=|-5 & —5] [—1
5 -5 7111
A3 —pAZ 484 -3
29 -—28 38
= [—22 23 —23] —
22 =22 29
0 0 0
=F 0 4:0
0 0 0

To find A%;

(I) > A®—64%2+84—-31=0=A*=6A2—8BA+ 3]

Multiply by A on both sides, 4% = 64% — 847+ 34 = 6(642 —84 + 31) — 842+ 34

|

|

7 -6
=|-5 6
5 =5
-1 2
2 1=
-1 2
42 —-36
—30 36
30 30

29
—22
22

54

—38|+
42

—-28 38
23 -28
-22 29
16 -8
-8 16
8 -8
(2)

Therefore, A* = 36A4% — 484 + 18] — 8A4% + 34 = 2842 — 454 + 18I

7 -6 9 2 -1 2 1
Hence, A*=28|-5 & —6|—45|-1 2 —-1|+18|0
5 =5 7 1 -1 2 0
196 —168 252 Qi —45 ag 15 0
= |—1440 168 —168|—|—45 Qg —-45(+ (0 18
140 —140 196 45 —45 ag 0 0
To find A™%:
Multiplying (1) by A7*, 42 — 6A+ 81 — 3471 =0
=34 1=42 64+ 8]
7 -6 9 2 -1 2 1 0 0
=341=|-5 6 —-6|—-6|-1 2 —-1|+8|0 1 0
5 -5 7 1 -1 2 o0 1
7 -6 9 —12 6 —12 8 0 0 3
=|-5 6 -—-8|—| 6 —-12 6 |+|0 8 0|l=]1
5 -5 7 —6 6 —12 0 0 8 —1

16
—a| -

16

0 0

1 ﬂ]

01

0 124 —123
{]] = [—95 96

18 95 —95

162
—123
124

|






