INSTITUTE OF SCIENCE AND TECHNOLOGY
[DEEMED TO BE UNIVERSITY)
Accredited "A" Grade by NAAC I 12B Status by UGC I Approved by AICTE www.sathyabama.ac.in

SCHOOL OF SCIENCE \& HUMANITIES
DEPARTMENT OF MATHEMATICS

## Unit-I

Up to this point we have been introduced to groups and to rings; the former has its motivation in the set of one-to-one mappings of a set onto itself, the latter, in the set of integers. The third algebraic model which we are about to consider-vector space-can, in large part, trace its origins to topics in geometry and physics.

Its description will be reminiscent of those of groups and rings-in fact, part of its structure is that of an abelian group-but a vector space differs from these previous two structures in that one of the products defined on it uses elements outside of the set itself. These remarks will become clear when we make the definition of a vector space.

Vector spaces owe their importance to the fact that so many models arising in the solutions of specific problems turn out to be vector spaces. For this reason the basic concepts introduced in them have a certain universality and are ones we encounter, and keep encountering, in so many diverse contexts. Among these fundamental notions are those of linear dependence, basis, and dimension which will be developed in this chapter. These are potent and effective tools in all branches of mathematics; we shall make immediate and free use of these in many key places in Chapter 5 which treats the theory of fields.

Intimately intertwined with vector spaces are the homomorphisms of one vector space into another (or into itself). These will make up the bulk of the subject matter to be considered in Chapter 6.

In the last part of the present chapter we generalize from vector spaces
to modules; roughly speaking, a module is a vector space over a ring instead of over a field. For finitely generated modules over Euclidean rings we shall prove the fundamental basis theorem. This result allows us to give a complete description and construction of all abelian groups which are generated by a finite number of elements.

### 4.1 Elementary Basic Concepts

DEFINITION A nonempty set $V$ is said to be a vector space over a field $F$ if $V$ is an abelian group under an operation which we denote by + , and if for every $\alpha \in F, v \in V$ there is defined an element, written $\alpha v$, in $V$ subject to

1. $\alpha(v+w)=\alpha v+\alpha w$;
2. $(\alpha+\beta) v=\alpha v+\beta v$;
3. $\alpha(\beta v)=(\alpha \beta) v$;
4. $1 v=v$;
for all $\alpha, \beta \in F, v, w \in V$ (where the 1 represents the unit element of $F$ under multiplication).

Note that in Axiom 1 above the + is that of $V$, whereas on the left-hand side of Axiom 2 it is that of $F$ and on the right-hand side, that of $V$.

We shall consistently use the following notations:
a. $F$ will be a field.
b. Lowercase Greek letters will be elements of $F$; we shall often refer to elements of $F$ as scalars.
c. Capital Latin letters will denote vector spaces over $F$.
d. Lowercase Latin letters will denote elements of vector spaces. We shall often call elements of a vector space vectors.

If we ignore the fact that $V$ has two operations defined on it and view it for a moment merely as an abelian group under + , Axiom 1 states nothing more than the fact that multiplication of the elements of $V$ by a fixed scalar $\alpha$ defines a homomorphism of the abelian group $V$ into itself. From Lemma 4.1.1 which is to follow, if $\alpha \neq 0$ this homomorphism can be shown to be an isomorphism of $V$ onto $V$.

This suggests that many aspects of the theory of vector spaces (and of rings, too) could have been developed as a part of the theory of groups, had we generalized the notion of a group to that of a group with operators. For students already familiar with a little abstract algebra, this is the preferred point of view; since we assumed no familiarity on the reader's part with any abstract algebra, we felt that such an approach might lead to a
too sudden introduction to the ideas of the subject with no experience to act as a guide.

Example 4.1.1 Let $F$ be a field and let $K$ be a field which contains $F$ as a subfield. We consider $K$ as a vector space over $F$, using as the + of the vector space the addition of elements of $K$, and by defining, for $\alpha \in F$, $v \in K, \alpha v$ to be the products of $\alpha$ and $v$ as elements in the field $K$. Axioms $1,2,3$ for a vector space are then consequences of the right-distributive law, left-distributive law, and associative law, respectively, which hold for $K$ as a ring.

Example 4.1.2 Let $F$ be a field and let $V$ be the totality of all ordered $n$-tuples, $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ where the $\alpha_{i} \in F$. Two elements ( $\alpha_{1}, \ldots, \alpha_{n}$ ) and $\left(\beta_{1}, \ldots, \beta_{n}\right)$ of $V$ are declared to be equal if and only if $\alpha_{i}=\beta_{i}$ for each $i=1,2, \ldots, n$. We now introduce the requisite operations in $V$ to make of it a vector space by defining:

1. $\left(\alpha_{1}, \ldots, \alpha_{n}\right)+\left(\beta_{1}, \ldots, \beta_{n}\right)=\left(\alpha_{1}+\beta_{1}, \alpha_{2}+\beta_{2}, \ldots, \alpha_{n}+\beta_{n}\right)$.
2. $\gamma\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\left(\gamma \alpha_{1}, \ldots, \gamma \alpha_{n}\right)$ for $\gamma \in F$.

It is easy to verify that with these operations, $V$ is a vector space over $F$. Since it will keep reappearing, we assign a symbol to it, namely $F^{(n)}$.

Example 4.1.3 Let $F$ be any field and let $V=F[x]$, the set of polynomials in $x$ over $F$. We choose to ignore, at present, the fact that in $F[x]$ we can multiply any two elements, and merely concentrate on the fact that two polynomials can be added and that a polynomial can always be multiplied by an element of $F$. With these natural operations $F[x]$ is a vector space over $F$.

Example 4.1.4 In $F[x]$ let $V_{n}$ be the set of all polynomials of degree less than $n$. Using the natural operations for polynomials of addition and multiplication, $V_{n}$ is a vector space over $F$.

What is the relation of Example 4.1.4 to Example 4.1.2? Any element of $V_{n}$ is of the form $\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{n-1} x^{n-1}$, where $\alpha_{i} \in F$; if we map this element onto the element $\left(\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1}\right)$ in $F^{(n)}$ we could reasonably expect, once homomorphism and isomorphism have been defined, to find that $V_{n}$ and $F^{(n)}$ are isomorphic as vector spaces.

DEFINITION If $V$ is a vector space over $F$ and if $W \subset V$, then $W$ is a subspace of $V$ if under the operations of $V, W$, itself, forms a vector space over $F$. Equivalently, $W$ is a subspace of $V$ whenever $w_{1}, w_{2} \in W$, $\alpha, \beta \in F$ implies that $\alpha w_{1}+\beta w_{2} \in W$.

Note that the vector space defined in Example 4.1.4 is a subspace of that defined in Example 4.1.3. Additional examples of vector spaces and subspaces can be found in the problems at the end of this section.

DEFINITION If $U$ and $V$ are vector spaces over $F$ then the mapping $T$ of $U$ into $V$ is said to be a homomorphism if

1. $\left(u_{1}+u_{2}\right) T=u_{1} T+u_{2} T$;
2. $\left(\alpha u_{1}\right) T=\alpha\left(u_{1} T\right)$;
for all $u_{1}, u_{2} \in U$, and all $\alpha \in F$.
As in our previous models, a homomorphism is a mapping preserving all the algebraic structure of our system.

If $T$, in addition, is one-to-one, we call it an isomorphism. The kernel of $T$ is defined as $\{u \in U \mid u T=0\}$ where 0 is the identity element of the addition in $V$. It is an exercise that the kernel of $T$ is a subspace of $U$ and that $T$ is an isomorphism if and only if its kernel is ( 0 ). Two vector spaces are said to be isomorphic if there is an isomorphism of one onto the other.

The set of all homomorphisms of $U$ into $V$ will be written as $\operatorname{Hom}(U, V)$. Of particular interest to us will be two special cases, $\operatorname{Hom}(U, F)$ and Hom $(U, U)$. We shall study the first of these soon; the second, which can be shown to be a ring, is called the ring of linear transformations on $U$. A great deal of our time, later in this book, will be occupied with a detailed study of Hom ( $U, U$ ).

We begin the material proper with an operational lemma which, as in the case of rings, will allow us to carry out certain natural and simple computations in vector spaces. In the statement of the lemma, 0 represents the zero of the addition in $V, o$ that of the addition in $F$, and $-v$ the additive inverse of the element $v$ of $V$.

## LEMMA 4.1.1 If $V$ is a vector space over $F$ then

1. $\alpha 0=0$ for $\alpha \in F$.
$a v=0$ for $v \in V$.
$(-\alpha) v=-(\alpha v)$ for $\alpha \in F, v \in V$.
If $v \neq 0$, then $\alpha v=0$ implies that $\alpha=0$.
Proof. The proof is very easy and follows the lines of the analogous esults proved for rings; for this reason we give it briefly and with few xplanations.

Since $\alpha 0=\alpha(0+0)=\alpha 0+\alpha 0$, we get $\alpha 0=0$.
Since $o v=(o+o) v=o v+o v$ we get $o v=0$.
3. Since $0=(\alpha+(-\alpha)) v=\alpha v+(-\alpha) v,(-\alpha) v=-(\alpha v)$.
4. If $\alpha v=0$ and $\alpha \neq o$ then

$$
0=\alpha^{-1} 0=\alpha^{-1}(\alpha v)=\left(\alpha^{-1} \alpha\right) v=1 v=v
$$

The lemma just proved shows that multiplication by the zero of $V$ or of $F$ always leads us to the zero of $V$. Thus there will be no danger of confusion in using the same symbol for both of these, and we henceforth will merely use the symbol 0 to represent both of them.

Let $V$ be a vector space over $F$ and let $W$ be a subspace of $V$. Considering these merely as abelian groups construct the quotient group $V / W$; its elements are the cosets $v+W$ where $v \in V$. The commutativity of the addition, from what we have developed in Chapter 2 on group theory, assures us that $V / W$ is an abelian group. We intend to make of it a vector space. If $\alpha \in F, v+W \in V \mid W$, define $\alpha(v+W)=\alpha v+W$. As is usual, we must first show that this product is well defined; that is, if $v+W=$ $v^{\prime}+W$ then $\alpha(v+W)=\alpha\left(v^{\prime}+W\right)$. Now, because $v+W=v^{\prime}+W$, $v-v^{\prime}$ is in $W$; since $W$ is a subspace, $\alpha\left(v-v^{\prime}\right)$ must also be in $W$. Using part 3 of Lemma 4.1.1 (see Problem 1) this says that $\alpha v-\alpha v^{\prime} \in W$ and so $\alpha v+W=\alpha v^{\prime}+W$. Thus $\alpha(v+W)=\alpha v+W=\alpha v^{\prime}+W=\alpha\left(v^{\prime}+W\right)$; the product has been shown to be well defined. The verification of the vector-space axioms for $V / W$ is routine and we leave it as an exercise. We have shown

LEMMA 4.1.2 If $V$ is a vector space over $F$ and if $W$ is a subspace of $V$, then $V \mid W$ is a vector space over $F$, where, for $v_{1}+W, v_{2}+W \in V \mid W$ and $\alpha \in F$, 1. $\left(v_{1}+W\right)+\left(v_{2}+W\right)=\left(v_{1}+v_{2}\right)+W$.
2. $\alpha\left(v_{1}+W\right)=\alpha v_{1}+W$.
$V / W$ is called the quotient space of $V$ by $W$.
Without further ado we now state the first homomorphism theorem for vector spaces; we give no proofs but refer the reader back to the proof of Theorem 2.7.1.

THEOREM 4.1.1 If $T$ is a homomorphism of $U$ onto $V$ with kernel $W$, then $V$ is isomorphic to $U / W$. Conversely, if $U$ is a vector space and $W$ a subspace of $U$, then there is a homomorphism of $U$ onto $U / W$.

The other homomorphism theorems will be found as exercises at the end of this section.

DEFINITION Let $V$ be a vector space over $F$ and let $U_{1}, \ldots, U_{n}$ be subspaces of $V . V$ is said to be the internal direct sum of $U_{1}, \ldots, U_{n}$ if'every element $v \in V$ can be written in one and only one way as $v=u_{1}+u_{2}+$ $\cdots+u_{n}$ where $u_{i} \in U_{i}$.

Given any finite number of vector spaces over $F, V_{1}, \ldots, V_{n}$, consider the set $V$ of all ordered $n$-tuples $\left(v_{1}, \ldots, v_{n}\right)$ where $v_{i} \in V_{i}$. We declare two elements $\left(v_{1}, \ldots, v_{n}\right)$ and ( $v_{1}^{\prime}, \ldots, v_{n}^{\prime}$ ) of $V$ to be equal if and only if for each $i, v_{i}=v_{i}^{\prime}$. We add two such elements by defining $\left(v_{1}, \ldots, v_{n}\right)+$ $\left(w_{1}, \ldots, w_{n}\right)$ to be $\left(v_{1}+w_{1}, v_{2}+w_{2}, \ldots, v_{n}+w_{n}\right)$. Finally, if $\alpha \in F$ and $\left(v_{1}, \ldots, v_{n}\right) \in V$ we define $\alpha\left(v_{1}, \ldots, v_{n}\right)$ to be $\left(\alpha v_{1}, \alpha v_{2}, \ldots, \alpha v_{n}\right)$. To check that the axioms for a vector space hold for $V$ with its operations as defined above is straightforward. Thus $V$ itself is a vector space over $F$. We call $V$ the external direct sum of $V_{1}, \ldots, V_{n}$ and denote it by writing $V=V_{1} \oplus \cdots \oplus V_{n}$.

THEOREM 4.1.2 If $V$ is the internal direct sum of $U_{1}, \ldots, U_{n}$, then $V$ is isomorphic to the external direct sum of $U_{1}, \ldots, U_{n}$.

Proof. Given $v \in V, v$ can be written, by assumption, in one and only one way as $v=u_{1}+u_{2}+\cdots+u_{n}$ where $u_{i} \in U_{i}$; define the mapping $T$ of $V$ into $U_{1} \oplus \cdots \oplus U_{n}$ by $v T=\left(u_{1}, \ldots, u_{n}\right)$. Since $v$ has a unique representation of this form, $T$ is well defined. It clearly is onto, for the arbitrary element $\left(w_{1}, \ldots, w_{n}\right) \in U_{1} \oplus \cdots \oplus U_{n}$ is $w T$ where $w=w_{1}+$ $\cdots+w_{n} \in V$. We leave the proof of the fact that $T$ is one-to-one and a homomorphism to the reader.

Because of the isomorphism proved in Theorem 4.1.2 we shall henceforth merely refer to a direct sum, not qualifying that it be internal or external.

## Problems

1. In a vector space show that $\alpha(v-w)=\alpha v-\alpha w$.
2. Prove that the vector spaces in Example 4.1.4 and Example 4.1.2 are isomorphic.
3. Prove that the kernel of a homomorphism is a subspace.
4. (a) If $F$ is a field of real numbers show that the set of real-valued, continuous functions on the closed interval $[0,1]$ forms a vector space over $F$.
(b) Show that those functions in part (a) for which all $n$th derivatives exist for $n=1,2, \ldots$ form a subspace.
5. (a) Let $F$ be the field of all real numbers and let $V$ be the set of all sequences $\left(a_{1}, a_{2}, \ldots, a_{n}, \ldots\right), a_{i} \in F$, where equality, addition and scalar multiplication are defined componentwise. Prove that $V$ is a vector space over $F$.
(b) Let $W=\left\{\left(a_{1}, \ldots, a_{n}, \ldots\right) \in V \mid \lim _{n \rightarrow \infty} a_{n}=0\right\}$. Prove that $W$ is a subspace of $V$.
*(c) Let $U=\left\{\left(a_{1}, \ldots, a_{n}, \ldots\right) \in V \mid \sum_{i=1}^{\infty} a_{i}{ }^{2}\right.$ is finite $\}$. Prove that $U$ is a subspace of $V$ and is contained in $W$.
6. If $U$ and $V$ are vector spaces over $F$, define an addition and a multiplication by scalars in $\operatorname{Hom}(U, V)$ so as to make $\operatorname{Hom}(U, V)$ into a vector space over $F$.
*7. Using the result of Problem 6 prove that $\operatorname{Hom}\left(F^{(n)}, F^{(m)}\right)$ is isomorphic to $F^{n m}$ as a vector space.
7. If $n>m$ prove that there is a homomorphism of $F^{(n)}$ onto $F^{(m)}$ with a kernel $W$ which is isomorphic to $F^{(n-m)}$.
8. If $v \neq 0 \in F^{(n)}$ prove that there is an element $T \in \operatorname{Hom}\left(F^{(n)}, F\right)$ such that $v T \neq 0$.
9. Prove that there exists an isomorphism of $F^{(n)}$ into Hom (Hom ( $\left.\left.F^{(n)}, F\right), F\right)$.
10. If $U$ and $W$ are subspaces of $V$, prove that $U+W=\{v \in V \mid v=$ $u+w, u \in U, w \in W\}$ is a subspace of $V$.
11. Prove that the intersection of two subspaces of $V$ is a subspace of $V$.
12. If $A$ and $B$ are subspaces of $V$ prove that $(A+B) / B$ is isomorphic to $A /(A \cap B)$.
13. If $T$ is a homomorphism of $U$ onto $V$ with kernel $W$ prove that there is a one-to-one correspondence between the subspaces of $V$ and the subspaces of $U$ which contain $W$.
14. Let $V$ be a vector space over $F$ and let $V_{1}, \ldots, V_{n}$ be subspaces of $V$. Suppose that $V=V_{1}+V_{2}+\cdots+V_{n}$ (see Problem 11), and that $V_{i} \cap\left(V_{1}+\cdots+V_{i-1}+V_{i+1}+\cdots+V_{n}\right)=(0)$ for every $i=1,2, \ldots, n$. Prove that $V$ is the internal direct sum of $V_{1}, \ldots, V_{n}$.
15. Let $V=V_{1} \oplus \cdots \oplus V_{n}$; prove that in $V$ there are subspaces $\bar{V}_{i}$ isomorphic to $V_{i}$ such that $V$ is the internal direct sum of the $\bar{V}_{i}$.
16. Let $T$ be defined on $F^{(2)}$ by $\left(x_{1}, x_{2}\right) T=\left(\alpha x_{1}+\beta x_{2}, \gamma x_{1}+\delta x_{2}\right)$ where $\alpha, \beta, \gamma, \delta$ are some fixed elements in $F$.
(a) Prove that $T$ is a homomorphism of $F^{(2)}$ into itself.
(b) Find necessary and sufficient conditions on $\alpha, \beta, \gamma, \delta$ so that $T$ is an isomorphism.
17. Let $T$ be defined on $F^{(3)}$ by $\left(x_{1}, x_{2}, x_{3}\right) T=\left(\alpha_{11} x_{1}+\alpha_{12} x_{2}+\right.$ $\left.\alpha_{13} x_{3}, \alpha_{21} x_{1}+\alpha_{22} x_{2}+\alpha_{23} x_{3}, \alpha_{31} x_{1}+\alpha_{32} x_{2}+\alpha_{33} x_{3}\right)$. Show that $T$ is a homomorphism of $F^{(3)}$ into itself and determine necessary and sufficient conditions on the $\alpha_{i j}$ so that $T$ is an isomorphism.
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## Unit-II

If we look somewhat more closely at two of the examples described in the previous section, namely Example 4.1.4 and Example 4.1.3, we notice that although they do have many properties in common there is one striking difference between them. This difference lies in the fact that in the former we can find a finite number of elements, $1, x, x^{2}, \ldots, x^{n-1}$ such that every element can be written as a combination of these with coefficients from $F$, whereas in the latter no such finite set of elements exists.
We now intend to examine, in some detail, vector spaces which can be generated, as was the space in Example 4.1.4, by a finite set of elements.

DEFINITION If $V$ is a vector space over $F$ and if $v_{1}, \ldots, v_{n} \in V$ then any element of the form $\alpha_{1} v_{1}+\alpha_{2} v_{2}+\cdots+\alpha_{n} v_{n}$, where the $\alpha_{i} \in F$, is a linear combination over $F$ of $v_{1}, \ldots, v_{n}$.

Since we usually are working with some fixed field $F$ we shall often say linear combination rather than linear combination over $F$. Similarly it will be understood that when we say vector space we mean vector space over $F$.

DEFINITION If $S$ is a nonempty subset of the vector space $V$, then $L(S)$, the linear span of $S$, is the set of all linear combinations of finite sets of elements of $S$.

We put, after all, into $L(S)$ the elements required by the axioms of a vector space, so it is not surprising to find

## LEMAAA 4.2.1 $L(S)$ is a subspace of $V$.

Proof. If $v$ and $w$ are in $L(S)$, then $v=\lambda_{1} s_{1}+\cdots+\lambda_{n} s_{n}$ and $w=$ $\mu_{1} t_{1}+\cdots+\mu_{m} t_{m}$, where the $\lambda^{\prime}$ 's and $\mu^{\prime}$ 's are in $F$ and the $s_{i}$ and $t_{i}$ are all in $S$. Thus, for $\alpha, \beta \in F, \alpha v+\beta w=\alpha\left(\lambda_{1} s_{1}+\cdots+\lambda_{n} s_{n}\right)+\beta\left(\mu_{1} t_{1}+\right.$ $\left.\cdots+\mu_{m} t_{m}\right)=\left(\alpha \lambda_{1}\right) s_{1}+\cdots+\left(\alpha \lambda_{n}\right) s_{n}+\left(\beta \mu_{1}\right) t_{1}+\cdots+\left(\beta \mu_{m}\right) t_{m}$ and so is again in $L(S) . L(S)$ has been shown to be a subspace of $V$.

The proof of each part of the next lemma is straightforward and easy and we leave the proofs as exercises to the reader.

LEMMA 4.2.2 If $S, T$ are subsets of $V$, then

1. $S \subset T$ implies $L(S) \subset L(T)$.
2. $L(S \cup T)=L(S)+L(T)$.
3. $L(L(S))=L(S)$.

DEFINITION The vector space $V$ is said to be finite-dimensional (over $F$ ) if there is a finite subset $S$ in $V$ such that $V=L(S)$.

Note that $F^{(n)}$ is finite-dimensional over $F$, for if $S$ consists of the $n$ vectors $(1,0, \ldots, 0),(0,1,0, \ldots, 0), \ldots,(0,0, \ldots, 0,1)$, then $V=L(S)$.

Although we have defined what is meant by a finite-dimensional space we have not, as yet, defined what is meant by the dimension of a space. This will come shortly.

DEFINITION If $V$ is a vector space and if $v_{1}, \ldots, v_{n}$ are in $V$, we say that they are linearly dependent over $F$ if there exist elements $\lambda_{1}, \ldots, \lambda_{n}$ in $F$, not all of them 0 , such that $\lambda_{1} v_{1}+\lambda_{2} v_{2}+\cdots+\lambda_{n} v_{n}=0$.

If the vectors $v_{1}, \ldots, v_{n}$ are not linearly dependent over $F$, they are said to be linearly independent over $F$. Here too we shall often contract the phrase "linearly dependent over $F$ " to "linearly dependent." Note that if $v_{1}, \ldots$, $v_{n}$ are linearly independent then none of them can be 0 , for if $v_{1}=0$, say, then $\alpha v_{1}+0 v_{2}+\cdots+0 v_{n}=0$ for any $\alpha \neq 0$ in $F$.

In $F^{(3)}$ it is easy to verify that $(1,0,0),(0,1,0)$, and $(0,0,1)$ are linearly independent while $(1,1,0),(3,1,3)$, and $(5,3,3)$ are linearly dependent.

We point out that linear dependence is a function not only of the vectors but also of the field. For instance, the field of complex numbers is a vector space over the field of real numbers and it is also a vector space over the field of complex numbers. The elements $v_{1}=1, v_{2}=i$ in it are linearly independent over the reals but are linearly dependent over the complexes, since $i v_{1}+(-1) v_{2}=0$.

The concept of linear dependence is an absolutely basic and ultraimportant one. We now look at some of its properties.

LEMMA 4.2.3 If $v_{1}, \ldots, v_{n} \in V$ are linearly independent, then every element in their linear span has a unique representation in the form $\lambda_{1} v_{1}+\cdots+\lambda_{n} v_{n}$ with the $\lambda_{i} \in F$.

Proof. By definition, every element in the linear span is of the form $\lambda_{1} v_{1}+\cdots+\lambda_{n} v_{n}$. To show uniqueness we must demonstrate that if $\lambda_{1} v_{1}+\cdots+\lambda_{n} v_{n}=\mu_{1} v_{1}+\cdots+\mu_{n} v_{n} \quad$ then $\quad \lambda_{1}=\mu_{1}, \lambda_{2}=\mu_{2}, \ldots, \lambda_{n}=\mu_{n}$. But if $\lambda_{1} v_{1}+\cdots+\lambda_{n} v_{n}=\mu_{1} v_{1}+\cdots+\mu_{n} v_{n}$, then we certainly have
$\left(\lambda_{1}-\mu_{1}\right) v_{1}+\left(\lambda_{2}-\mu_{2}\right) v_{2}+\cdots+\left(\lambda_{n}-\mu_{n}\right) v_{n}=0$, which by the linear independence of $v_{1}, \ldots, v_{n}$ forces $\lambda_{1}-\mu_{1}=0, \lambda_{2}-\mu_{2}=0, \ldots$, $\lambda_{n}-\mu_{n}=0$.

The next theorem, although very easy and at first glance of a somewhat technical nature, has as consequences results which form the very foundations of the subject. We shall list some of these as corollaries; the others will appear in the succession of lemmas and theorems that are to follow.

THEOREM 4.2.1 If $v_{1}, \ldots, v_{n}$ are in $V$ then either they are linearly independent or some $v_{k}$ is a linear combination of the preceding ones, $v_{1}, \ldots, v_{k-1}$.

Proof. If $v_{1}, \ldots, v_{n}$ are linearly independent there is, of course, nothing to prove. Suppose then that $\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}=0$ where not all the $\alpha$ 's are 0 . Let $k$ be the largest integer for which $\alpha_{k} \neq 0$. Since $\alpha_{i}=0$ for $i>k, \alpha_{1} v_{1}+\cdots+\alpha_{k} v_{k}=0$ which, since $\alpha_{k} \neq 0$, implies that $v_{k}=\alpha_{k}^{-1}\left(-\alpha_{1} v_{1}-\alpha_{2} v_{2}-\cdots-\alpha_{k-1} v_{k-1}\right)=\left(-\alpha_{k}^{-1} \alpha_{1}\right) v_{1}+\cdots+$ $\left(-\alpha_{k}^{-1} \alpha_{k-1}\right) v_{k-1}$. Thus $v_{k}$ is a linear combination of its predecessors.

COROLLARY 1 If $v_{1}, \ldots, v_{n}$ in $V$ have $W$ as linear span and if $v_{1}, \ldots, v_{k}$ are linearly independent, then we can find a subset of $v_{1}, \ldots, v_{n}$ of the form $v_{1}$, $v_{2}, \ldots, v_{k}, v_{i_{1}}, \ldots, v_{i_{r}}$ consisting of linearly independent elements whose linear span is also $W$.

Proof. If $v_{1}, \ldots, v_{n}$ are linearly independent we are done. If not, weed out from this set the first $v_{j}$, which is a linear combination of its predecessors. Since $v_{1}, \ldots, v_{k}$ are linearly independent, $j>k$. The subset so constructed, $v_{1}, \ldots, v_{k}, \ldots, v_{j-1}, v_{j+1}, \ldots, v_{n}$ has $n-1$ elements. Clearly its linear span is contained in $W$. However, we claim that it is actually equal to $W$; for, given $w \in W, w$ can be written as a linear combination of $v_{1}, \ldots, v_{n}$. But in this linear combination we can replace $v_{j}$ by a linear combination of $v_{1}, \ldots, v_{j-1}$. That is, $w$ is a linear combination of $v_{1}, \ldots, v_{j-1}, v_{j+1}, \ldots, v_{n}$.

Continuing this weeding out process, we reach a subset $v_{1}, \ldots, v_{k}$, $v_{i_{1}}, \ldots, v_{i_{r}}$ whose linear span is still $W$ but in which no element is a linear combination of the preceding ones. By Theorem 4.2.1 the elements $v_{1}, \ldots, v_{k}, v_{i_{1}}, \ldots, v_{i_{r}}$ must be linearly independent.

COROLLARY 2 If $V$ is a finite-dimensional vector space, then it contains a finite set $v_{1}, \ldots, v_{n}$ of linearly independent elements whose linear span is $V$.

Proof. Since $V$ is finite-dimensional, it is the linear span of a finite number of elements $u_{1}, \ldots, u_{m}$. By Corollary 1 we can find a subset of these, denoted by $v_{1}, \ldots, v_{n}$, consisting of linearly independent elements whose linear span must also be $V$.

DEFINITION A subset $S$ of a vector space $V$ is called a basis of $V$ if $S$ consists of linearly independent elements (that is, any finite number of elements in $S$ is linearly independent) and $V=L(S)$.

In this terminology we can rephrase Corollary 2 as
COROLLARY 3 If $V$ is a finite-dimensional vector space and if $u_{1}, \ldots, u_{m}$ span $V$ then some subset of $u_{1}, \ldots, u_{m}$ forms a basis of $V$.

Corollary 3 asserts that a finite-dimensional vector space has a basis containing a finite number of elements $v_{1}, \ldots, v_{n}$. Together with Lemma 4.2.3 this tells us that every element in $V$ has a unique representation in the form $\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}$ with $\alpha_{1}, \ldots, \alpha_{n}$ in $F$.

Let us see some of the heuristic implications of these remarks. Suppose that $V$ is a finite-dimensional vector space over $F$; as we have seen above, $V$ has a basis $v_{1}, \ldots, v_{n}$. Thus every element $v \in V$ has a unique representation in the form $v=\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}$. Let us map $V$ into $F^{(n)}$ by defining the image of $\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}$ to be $\left(\alpha_{1}, \ldots, \alpha_{n}\right)$. By the uniqueness of representation in this form, the mapping is well defined, one-to-one, and onto; it can be shown to have all the requisite properties of an isomorphism. Thus $V$ is isomorphic to $F^{(n)}$ for some $n$, where in fact $n$ is the number of elements in some basis of $V$ over $F$. If some other basis of $V$ should have $m$ elements, by the same token $V$ would be isomorphic to $F^{(m)}$. Since both $F^{(n)}$ and $F^{(m)}$ would now be isomorphic to $V$, they would be isomorphic to each other.

A natural question then arises! Under what conditions on $n$ and $m$ are $F^{(n)}$ and $F^{(m)}$ isomorphic? Our intuition suggests that this can only happen when $n=m$. Why? For one thing, if $F$ should be a field with a finite number of elements-for instance, if $F=J_{p}$ the integers modulo the prime number $p$-then $F^{(n)}$ has $p^{n}$ elements whereas $F^{(m)}$ has $p^{m}$ elements. Isomorphism would imply that they have the same number of elements, and so we would have $n=m$. From another point of view, if $F$ were the field of real numbers, then $F^{(n)}$ (in what may be a rather vague geometric way to the reader) represents real $n$-space, and our geometric feeling tells us that $n$-space is different from $m$-space for $n \neq m$. Thus we might expect that if $F$ is any field then $F^{(n)}$ is isomorphic to $F^{(m)}$ only if $n=m$. Equivalently, from our earlier discussion, we should expect that any two bases of $V$ have the same number of elements. It is towards this goal that we prove the next lemma.

LEMMA 4.2.4 If $v_{1}, \ldots, v_{n}$ is a basis of $V$ over $F$ and if $w_{1}, \ldots, w_{m}$ in $V$ are linearly independent over $F$, then $m \leq n$.

Proof. Every vector in $V$, so in particular $w_{m}$, is a linear combination of $v_{1}, \ldots, v_{n}$. Therefore the vectors $w_{m}, v_{1}, \ldots, v_{n}$ are linearly dependent.

Moreover, they span $V$ since $v_{1}, \ldots, v_{n}$ already do so. Thus some proper subset of these $w_{m}, v_{i_{1}}, \ldots, v_{i_{k}}$ with $k \leq n-1$ forms a basis of $V$. We have "traded off" one $w$, in forming this new basis, for at least one $v_{i}$. Repeat this procedure with the set $w_{m-1}, w_{m}, v_{i_{1}}, \ldots, v_{i_{k}}$. From this linearly dependent set, by Corollary 1 to Theorem 4.2.1, we can extract a basis of the form $w_{m-1}, w_{m}, v_{j_{1}}, \ldots, v_{j_{s}}, s \leq n-2$. Keeping up this procedure we eventually get down to a basis of $V$ of the form $w_{2}, \ldots$, $w_{m-1}, w_{m}, v_{\alpha}, v_{\beta} \ldots$; since $w_{1}$ is not a linear combination of $w_{2}, \ldots, w_{m-1}$, the above basis must actually include some $v$. To get to this basis we have introduced $m-1$ w's, each such introduction having cost us at least one $v$, and yet there is a $v$ left. Thus $m-1 \leq n-1$ and so $m \leq n$.

This lemma has as consequences (which we list as corollaries) the basic results spelling out the nature of the dimension of a vector space. These corollaries are of the utmost importance in all that follows, not only in this chapter but in the rest of the book, in fact in all of mathematics. The corollaries are all theorems in their own rights.

COROLLARY 1 If $V$ is finite-dimensional over $F$ then any two bases of $V$ have the same number of elements.

Proof. Let $v_{1}, \ldots, v_{n}$ be one basis of $V$ over $F$ and let $w_{1}, \ldots, w_{m}$ be another. In particular, $w_{1}, \ldots, w_{m}$ are linearly independent over $F$ whence, by Lemma 4.2.4, $m \leq n$. Now interchange the roles of the $v$ 's and $w$ 's and we obtain that $n \leq m$. Together these say that $n=m$.

COROLLARY $2 F^{(n)}$ is isomorphic $F^{(m)}$ if and only if $n=m$.
Proof. $F^{(n)}$ has, as one basis, the set of $n$ vectors, $(1,0, \ldots, 0),(0,1$, $0, \ldots, 0), \ldots,(0,0, \ldots, 0,1)$. Likewise $F^{(m)}$ has a basis containing $m$ vectors. An isomorphism maps a basis onto a basis (Problem 4, end of this section), hence, by Corollary $1, m=n$.

Corollary 2 puts on a firm footing the heuristic remarks made earlier about the possible isomorphism of $F^{(n)}$ and $F^{(m)}$. As we saw in those remarks, $V$ is isomorphic to $F^{(n)}$ for some $n$. By Corollary 2, this $n$ is unique, thus

COROLLARY 3 If $V$ is finite-dimensional over $F$ then $V$ is isomorphic to $F^{(n)}$ for a unique integer $n$; in fact, $n$ is the number of elements in any basis of $V$ over $F$.

DEFINITION The integer $n$ in Corollary 3 is called the dimension of $V$ over $F$.

The dimension of $V$ over $F$ is thus the number of elements in any basis of $V$ over $F$.

We shall write the dimension of $V$ over $F$ as $\operatorname{dim} V$, or, the occasional time in which we shall want to stress the role of the field $F$, as $\operatorname{dim}_{F} V$.

COROLLARY 4 Any two finite-dimensional vector spaces over $F$ of the same dimension are isomorphic.

Proof. If this dimension is $n$, then each is isomorphic to $F^{(n)}$, hence they are isomorphic to each other.

How much freedom do we have in constructing bases of $V$ ? The next lemma asserts that starting with any linearly independent set of vectors we can "blow it up" to a basis of $V$.

LEMMA 4.2.5 If $V$ is finite-dimensional over $F$ and if $u_{1}, \ldots, u_{m} \in V$ are linearly independent, then we can find vectors $u_{m+1}, \ldots, u_{m+r}$ in $V$ such that $u_{1}, \ldots, u_{m}, u_{m+1}, \ldots, u_{m+r}$ is a basis of $V$.

Proof. Since $V$ is finite-dimensional it has a basis; let $v_{1}, \ldots, v_{n}$ be a basis of $V$. Since these span $V$, the vectors $u_{1}, \ldots, u_{m}, v_{1}, \ldots, v_{n}$ also span $V$. By Corollary 1 to Theorem 4.2.1 there is a subset of these of the form $u_{1}, \ldots, u_{m}, v_{i_{1}}, \ldots, v_{i_{r}}$ which consists of linearly independent elements which span $V$. To prove the lemma merely put $u_{m+1}=v_{i_{1}}, \ldots, u_{m+r}=$ $v_{i r}$.

What is the relation of the dimension of a homomorphic image of $V$ to that of $V$ ? The answer is provided us by

LEMMA 4.2.6 If $V$ is finite-dimensional and if $W$ is a subspace of $V$, then $W$ is finite-dimensional, $\operatorname{dim} W \leq \operatorname{dim} V$ and $\operatorname{dim} V / W=\operatorname{dim} V-\operatorname{dim} W$.

Proof. By Lemma 4.2.4, if $n=\operatorname{dim} V$ then any $n+1$ elements in $V$ are linearly dependent; in particular, any $n+1$ elements in $W$ are linearly dependent. Thus we can find a largest set of linearly independent elements in $W, w_{1}, \ldots, w_{m}$ and $m \leq n$. If $w \in W$ then $w_{1}, \ldots, w_{m}$, $w$ is a linearly dependent set, whence $\alpha w+\alpha_{1} w_{1}+\cdots+\alpha_{m} w_{m}=0$, and not all of the $\alpha_{i}$ 's are 0 . If $\alpha=0$, by the linear independence of the $w_{i}$ we would get that each $\alpha_{i}=0$, a contradiction. Thus $\alpha \neq 0$, and so $w=-\alpha^{-1}\left(\alpha_{1} w_{1}+\right.$ $\left.\cdots+\alpha_{m} w_{m}\right)$. Consequently, $w_{1}, \ldots, w_{m}$ span $W$; by this, $W$ is finitedimensional over $F$, and furthermore, it has a basis of $m$ elements, where $m \leq n$. From the definition of dimension it then follows that $\operatorname{dim} W \leq$ $\operatorname{dim} V$.

Now, let $w_{1}, \ldots, w_{m}$ be a basis of $W$. By Lemma 4.2.5, we can fill this out to a basis, $w_{1}, \ldots, w_{m}, v_{1}, \ldots, v_{r}$ of $V$, where $m+r=\operatorname{dim} V$ and $m=\operatorname{dim} W$.

Let $\bar{v}_{1}, \ldots, \bar{v}_{r}$ be the images, in $\bar{V}=V / W$, of $v_{1}, \ldots, v_{r}$. Since any vector $v \in V$ is of the form $v=\alpha_{1} w_{1}+\cdots+\alpha_{m} w_{m}+\beta_{1} v_{1}+\cdots+\beta_{r} v_{r}$,
then $\bar{v}$, the image of $v$, is of the form $\bar{v}=\beta_{1} \bar{v}_{1}+\cdots+\beta_{r} \bar{v}_{r}$ (since $\bar{w}_{1}=$ $\bar{w}_{2}=\cdots=\bar{w}_{m}=0$ ). Thus $\bar{v}_{1}, \ldots, \bar{v}_{r}$ span $V / W$. We claim that they are linearly independent, for if $\gamma_{1} \bar{v}_{1}+\cdots+\gamma_{r} \bar{v}_{r}=0$ then $\gamma_{1} v_{1}+\cdots+$ $\gamma_{r} v_{r} \in W$, and so $\gamma_{1} v_{1}+\cdots+\gamma_{r} v_{r}=\lambda_{1} w_{1}+\cdots+\lambda_{m} w_{m}$, which, by the linear independence of the set $w_{1}, \ldots, w_{m}, v_{1}, \ldots, v_{r}$ forces $\gamma_{1}=\cdots=$ $\gamma_{r}=\lambda_{1}=\cdots=\lambda_{m}=0$. We have shown that $V / W$ has a basis of $r$ elements, and so, $\operatorname{dim} V / W=r=\operatorname{dim} V-m=\operatorname{dim} V-\operatorname{dim} W$.

COROLLARY If $A$ and $B$ are finite-dimensional subspaces of a vector space $V$, then $A+B$ is finite-dimensional and $\operatorname{dim}(A+B)=\operatorname{dim}(A)+\operatorname{dim}(B)-$ $\operatorname{dim}(A \cap B)$.

Proof. By the result of Problem 13 at the end of Section 4.1,

$$
\frac{A+B}{B} \approx \frac{A}{A \cap B}
$$

and since $A$ and $B$ are finite-dimensional, we get that

$$
\begin{aligned}
\operatorname{dim}(A+B)-\operatorname{dim} B & =\operatorname{dim}\left(\frac{A+B}{B}\right)=\operatorname{dim}\left(\frac{A}{A \cap B}\right) \\
& =\operatorname{dim} A-\operatorname{dim}(A \cap B)
\end{aligned}
$$

Transposing yields the result stated in the lemma.

## Problems

1. Prove Lemma 4.2.2.
2. (a) If $F$ is the field of real numbers, prove that the vectors $(1,1,0,0)$, $(0,1,-1,0)$, and $(0,0,0,3)$ in $F^{(4)}$ are linearly independent over $F$.
(b) What conditions on the characteristic of $F$ would make the three vectors in (a) linearly dependent?
3. If $V$ has a basis of $n$ elements, give a detailed proof that $V$ is isomorphic to $F^{(n)}$.
4. If $T$ is an isomorphism of $V$ onto $W$, prove that $T$ maps a basis of $V$ onto a basis of $W$.
5. If $V$ is finite-dimensional and $T$ is an isomorphism of $V$ into $V$, prove that $T$ must map $V$ onto $V$.
6. If $V$ is finite-dimensional and $T$ is a homomorphism of $V$ onto $V$, prove that $T$ must be one-to-one, and so an isomorphism.
7. If $V$ is of dimension $n$, show that any set of $n$ linearly independent vectors in $V$ forms a basis of $V$.
8. If $V$ is finite-dimensional and $W$ is a subspace of $V$ such that $\operatorname{dim} V=$ $\operatorname{dim} W$, prove that $V=W$.
9. If $V$ is finite-dimensional and $T$ is a homomorphism of $V$ into itself which is not onto, prove that there is some $v \neq 0$ in $V$ such that $v T=0$.
10. Let $F$ be a field and let $F[x]$ be the polynomials in $x$ over $F$. Prove that $F[x]$ is not finite-dimensional over $F$.
11. Let $V_{n}=\{p(x) \in F[x] \mid \operatorname{deg} p(x)<n\}$. Define $T$ by $\left(\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{n-1} x^{n-1}\right) T$

$$
=\alpha_{0}+\alpha_{1}(x+1)+\alpha_{2}(x+1)^{2}+\cdots+\alpha_{n-1}(x+1)^{n-1}
$$

Prove that $T$ is an isomorphism of $V_{n}$ onto itself.
12. Let $W=\left\{\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{n-1} x^{n-1} \in F[x] \mid \alpha_{0}+\alpha_{1}+\cdots+\right.$ $\left.\alpha_{n-1}=0\right\}$. Show that $W$ is a subspace of $V_{n}$ and find a basis of $W$ over $F$.
13. Let $v_{1}, \ldots, v_{n}$ be a basis of $V$ and let $w_{1}, \ldots, w_{n}$ be any $n$ elements in $V$. Define $T$ on $V$ by $\left(\lambda_{1} v_{1}+\cdots+\lambda_{n} v_{n}\right) T=\lambda_{1} w_{1}+\cdots+\lambda_{n} w_{n}$.
(a) Show that $R$ is a homomorphism of $V$ into itself.
(b) When is $T$ an isomorphism?
14. Show that any homomorphism of $V$ into itself, when $V$ is finitedimensional, can be realized as in Problem 13 by choosing appropriate elements $w_{1}, \ldots, w_{n}$.
15. Returning to Problem 13, since $v_{1}, \ldots, v_{n}$ is a basis of $V$, each $w_{i}=\alpha_{i 1} v_{1}+\cdots+\alpha_{i n} v_{n}, \alpha_{i j} \in F$. Show that the $n^{2}$ elements $\alpha_{i j}$ of $F$ determine the homomorphism $T$.
*16. If $\operatorname{dim}_{F} V=n$ prove that $\operatorname{dim}_{F}(\operatorname{Hom}(V, V))=n^{2}$.
17. If $V$ is finite-dimensional and $W$ is a subspace of $V$ prove that there is a subspace $W_{1}$ of $V$ such that $V=W \oplus W_{1}$.

### 4.3 Dual Spaces

Given any two vector spaces, $V$ and $W$, over a field $F$, we have defined Hom ( $V, W$ ) to be the set of all vector space homomorphisms of $V$ into $W$. As yet Hom ( $V, W$ ) is merely a set with no structure imposed on it. We shall now proceed to introduce operations in it which will turn it into a vector space over $F$. Actually we have already indicated how to do so in the descriptions of some of the problems in the earlier sections. However we propose to treat the matter more formally here.

Let $S$ and $T$ be any two elements of Hom ( $V, W$ ); this means that these are both vector space homomorphisms of $V$ into $W$. Recalling the definition.
of such a homomorphism, we must have $\left(v_{1}+v_{2}\right) S=v_{1} S+v_{2} S$ and $\left(\alpha v_{1}\right) S=\alpha\left(v_{1} S\right)$ for all $v_{1}, v_{2} \in V$ and all $\alpha \in F$. The same conditions also hold for $T$.
We first want to introduce an addition for these elements $S$ and $T$ in Hom ( $V, W$ ). What is more natural than to define $S+T$ by declaring $v(S+T)=v S+v T$ for all $v \in V$ ? We must, of course, verify that $S+T$ is in $\operatorname{Hom}(V, W)$. By the very definition of $S+T$, if $v_{1}, v_{2} \in V$, then $\left(v_{1}+v_{2}\right)(S+T)=\left(v_{1}+v_{2}\right) S+\left(v_{1}+v_{2}\right) T$; since $\quad\left(v_{1}+v_{2}\right) S=v_{1} S+v_{2} S$ and $\left(v_{1}+v_{2}\right) T=v_{1} T+v_{2} T$ and since addition in $W$ is commutative, we get $\left(v_{1}+v_{2}\right)(S+T)=v_{1} S+v_{1} T+v_{2} S+v_{2} T$. Once again invoking the definition of $S+T$, the right-hand side of this relation becomes $v_{1}(S+T)+v_{2}(S+T)$; we have shown that $\left(v_{1}+v_{2}\right)(S+T)=$ $v_{1}(S+T)+v_{2}(S+T)$. A similar computation shows that $(\alpha v)(S+T)=$ $\alpha(v(S+T))$. Consequently $S+T$ is in $\operatorname{Hom}(V, W)$. Let 0 be that homomorphism of $V$ into $W$ which sends every element of $V$ onto the zeroelement of $W$; for $S \in \operatorname{Hom}(V, W)$ let $-S$ be defined by $v(-S)=-(v S)$. It is immediate that $\operatorname{Hom}(V, W)$ is an abelian group under the addition defined above.

Having succeeded in introducing the structure of an abelian group on $\operatorname{Hom}(V, W)$, we now turn our attention to defining $\lambda S$ for $\lambda \in F$ and $S \in \operatorname{Hom}(V, W)$, our ultimate goal being that of making $\operatorname{Hom}(V, W)$ into a vector space over $F$. For $\lambda \in F$ and $S \in \operatorname{Hom}(V, W)$ we define $\lambda S$ by $v(\lambda S)=\lambda(v S)$ for all $v \in V$. We leave it to the reader to show that $\lambda S$ is in Hom ( $V, W$ ) and that under the operations we have defined, $\operatorname{Hom}(V, W)$ is a vector space over $F$. But we have no assurance that $\operatorname{Hom}(V, W)$ has any elements other than the zero-homomorphism. Be that as it may, we have proved

LEMMA 4.3.1 Hom $(V, W)$ is a vector space over $F$ under the operations described above.

A result such as that of Lemma 4.3.1 really gives us very little information; rather it confirms for us that the definitions we have made are reasonable. We would prefer some results about $\operatorname{Hom}(V, W)$ that have more of a bite to them. Such a result is provided us in

THEOREM 4.3.1 If $V$ and $W$ are of dimensions $m$ and $n$, respectively, over $F$, then $\operatorname{Hom}(V, W)$ is of dimension mn over $F$.

Proof. We shall prove the theorem by explicitly exhibiting a basis of Hom ( $V, W$ ) over $F$ consisting of $m n$ elements.

Let $v_{1}, \ldots, v_{m}$ be a basis of $V$ over $F$ and $w_{1}, \ldots, w_{n}$ one for $W$ over $F$. If $v \in V$ then $v=\lambda_{1} v_{1}+\cdots+\lambda_{m} v_{m}$ where $\lambda_{1}, \ldots, \lambda_{m}$ are uniquely de-
fined elements of $F$; define $T_{i j}: V \rightarrow W$ by $v T_{i j}=\lambda_{i} w_{j}$. From the point of view of the bases involved we are simply letting $v_{k} T_{i j}=0$ for $k \neq i$ and $v_{i} T_{i j}=w_{j}$. It is an easy exercise to see that $T_{i j}$ is in $\operatorname{Hom}(V, W)$. Since $i$ can be any of $1,2, \ldots, m$ and $j$ any of $1,2, \ldots, n$ there are $m n$ such $T_{i j}$ 's.

Our claim is that these $m n$ elements constitute a basis of $\operatorname{Hom}(V, W)$ over $F$. For, let $S \in \operatorname{Hom}(V, W)$; since $v_{1} S \in W$, and since any element in $W$ is a linear combination over $F$ of $w_{1}, \ldots, w_{n}, v_{1} S=\alpha_{11} w_{1}+\alpha_{12} w_{2}+$ $\cdots+\alpha_{1 n} w_{n}$, for some $\alpha_{11}, \alpha_{12}, \ldots, \alpha_{1 n}$ in $F$. In fact, $v_{i} S=\alpha_{i 1} w_{1}+\cdots+$ $\alpha_{i n} \omega_{n}$ for $i=1,2, \ldots, m$. Consider $S_{0}=\alpha_{11} T_{11}+\alpha_{12} T_{12}+\cdots+$ $\alpha_{1 n} T_{1 n}+\alpha_{21} T_{21}+\cdots+\alpha_{2 n} T_{2 n}+\cdots+\alpha_{i 1} T_{i 1}+\cdots+\alpha_{i n} T_{i n}+\cdots+$ $\alpha_{m 1} T_{m 1}+\cdots+\alpha_{m n} T_{m n}$. Let us compute $v_{k} S_{0}$ for the basis vector $v_{k}$. Now $v_{k} S_{0}=v_{k}\left(\alpha_{11} T_{11}+\cdots+\alpha_{m 1} T_{m 1}+\cdots+\alpha_{m n} T_{m n}\right)=\alpha_{11}\left(v_{k} T_{11}\right)+$ $\alpha_{12}\left(v_{k} T_{12}\right)+\cdots+\alpha_{m 1}\left(v_{k} T_{m 1}\right)+\cdots+\alpha_{m n}\left(v_{k} T_{m n}\right)$. Since $v_{k} T_{i j}=0$ for $i \neq k$ and $v_{k} T_{k j}=w_{j}$, this sum reduces to $v_{k} S_{0}=\alpha_{k 1} w_{1}+\cdots+\alpha_{k n} w_{n}$, which, we see, is nothing but $v_{k} S$. Thus the homomorphisms $S_{0}$ and $S$ agree on a basis of $V$. We claim this forces $S_{0}=S$ (see Problem 3, end of this section). However $S_{0}$ is a linear combination of the $T_{i j}$ 's, whence $S$ must be the same linear combination. In short, we have shown that the $m n$ elements $T_{11}, T_{12}, \ldots, T_{1 n}, \ldots, T_{m 1}, \ldots, T_{m n}$ span $\operatorname{Hom}(V, W)$ over $F$.

In order to prove that they form a basis of $\operatorname{Hom}(V, W)$ over $F$ there remains but to show their linear independence over $F$. Suppose that $\beta_{11} T_{11}+\beta_{12} T_{12}+\cdots+\beta_{1 n} T_{1 n}+\cdots+\beta_{i 1} T_{i 1}+\cdots+\beta_{i n} T_{i n}+\cdots+$ $\beta_{m 1} T_{m 1}+\cdots+\beta_{m n} T_{m n}=0$ with $\beta_{i j}$ all in $F$. Applying this to $v_{k}$ we get $0=v_{k}\left(\beta_{11} T_{11}+\cdots+\beta_{i j} T_{i j}+\cdots+\beta_{m n} T_{m n}\right)=\beta_{k 1} w_{1}+\beta_{k 2} w_{2}+\cdots+$ $\beta_{k n} w_{n}$ since $v_{k} T_{i j}=0$ for $i \neq k$ and $v_{k} T_{k j}=w_{j}$. However, $w_{1}, \ldots, w_{n}$ are linearly independent over $F$, forcing $\beta_{k j}=0$ for all $k$ and $j$. Thus the $T_{i j}$ are linearly independent over $F$, whence they indeed do form a basis of $\operatorname{Hom}(V, W)$ over $F$.

An immediate consequence of Theorem 4.3.1 is that whenever $V \neq(0)$ and $W \neq(0)$ are finite-dimensional vector spaces, then $\operatorname{Hom}(V, W)$ does not just consist of the element 0 , for its dimension over $F$ is $n m \geq 1$.

Some special cases of Theorem 4.3.1 are themselves of great interest and we list these as corollaries.

COROLLARY 1 If $\operatorname{dim}_{F} V=m$ then $\operatorname{dim}_{F} \operatorname{Hom}(V, V)=m^{2}$.
Proof. In the theorem put $V=W$, and so $m=n$, whence $m n=m^{2}$.
COROLLARY 2 If $\operatorname{dim}_{F} V=m$ then $\operatorname{dim}_{F} \operatorname{Hom}(V, F)=m$.
Proof. As a vector space $F$ is of dimension 1 over $F$. Applying the theorem yields $\operatorname{dim}_{F} \operatorname{Hom}(V, F)=m$.

Corollary 2 has the interesting consequence that if $V$ is finite-dimensional over $F$ it is isomorphic to $\operatorname{Hom}(V, F)$, for, by the corollary, they are of the same dimension over $F$, whence by Corollary 4 to Lemma 4.2.4 they must be isomorphic. This isomorphism has many shortcomings! Let us explain. It depends heavily on the finite-dimensionality of $V$, for if $V$ is not finite-dimensional no such isomorphism exists. There is no nice, formal construction of this isomorphism which holds universally for all vector spaces. It depends strongly on the specialities of the finite-dimensional situation. In a few pages we shall, however, show that a "nice" isomorphism does exist for any vector space $V$ into $\operatorname{Hom}(\operatorname{Hom}(V, F), F)$.

## DEFINITION If $V$ is a vector space then its dual space is Hom ( $V, F)$.

We shall use the notation $\hat{V}$ for the dual space of $V$. An element of $\hat{V}$ will be called a linear functional on $V$ into $F$.

If $V$ is not finite-dimensional the $\hat{V}$ is usually too large and wild to be of interest. For such vector spaces we often have other additional structures, such as a topology, imposed and then, as the dual space, one does not generally take all of our $\hat{V}$ but rather a properly restricted subspace. If $V$ is finite-dimensional its dual space $\hat{V}$ is always defined, as we did it, as all of $\operatorname{Hom}(V, F)$.

In the proof of Theorem 4.3.1 we constructed a basis of $\operatorname{Hom}(V, W)$ using a particular basis of $V$ and one of $W$. The construction depended crucially on the particular bases we had chosen for $V$ and $W$, respectively. Had we chosen other bases we would have ended up with a different basis of Hom $(V, W)$. As a general principle, it is preferable to give proofs, whenever possible, which are basis-free. Such proofs are usually referred to as invariant ones. An invariant proof or construction has the advantage, other than the mere aesthetic one, over a proof or construction using a basis, in that one does not have to worry how finely everything depends on a particular choice of bases.

The elements of $\hat{V}$ are functions defined on $V$ and having their values in $F$. In keeping with the functional notation, we shall usually write elements of $\hat{V}$ as $f, g$, etc. and denote the value on $v \in V$ as $f(v)$ (rather than as of).
Let $V$ be a finite-dimensional vector space over $F$ and let $v_{1}, \ldots, v_{n}$ be a basis of $V$; let $\hat{0}_{i}$ be the element of $\hat{V}$ defined by $\hat{v}_{i}\left(v_{j}\right)=0$ for $i \neq j$, $\hat{v}_{i}\left(v_{i}\right)=1$, and $\hat{v}_{i}\left(\alpha_{1} v_{1}+\cdots+\alpha_{i} v_{i}+\cdots+\alpha_{n} v_{n}\right)=\alpha_{i}$. In fact the $\hat{v}_{i}$ are nothing but the $T_{i j}$ introduced in the proof of Theorem 4.3.1, for here $W=F$ is one-dimensional over $F$. Thus we know that $\hat{v}_{1}, \ldots, \hat{v}_{n}$ form a basis of $\hat{V}$. We call this basis the dual basis of $v_{1}, \ldots, v_{n}$. If $v \neq 0 \in V$, by Lemma 4.2.5 we can find a basis of the form $v_{1}=v, v_{2}, \ldots, v_{n}$ and so there is an element in $\hat{V}$, namely $\hat{v}_{1}$, such that $\hat{v}_{1}\left(v_{1}\right)=\hat{v}_{1}(v)=1 \neq 0$. We have proved

LEMMA 4.3.2 If $V$ is finite-dimensional and $v \neq 0 \in V$, then there is an element $f \in \hat{V}$ such that $f(v) \neq 0$.

In fact, Lemma 4.3 .2 is true if $V$ is infinite-dimensional, but as we have no need for the result, and since its proof would involve logical questions that are not relevant at this time, we omit the proof.

Let $v_{0} \in V$, where $V$ is any vector space over $F$. As $f$ varies over $\hat{V}$, and $v_{0}$ is kept fixed, $f\left(v_{0}\right)$ defines a functional on $\hat{V}$ into $F$; note that we are merely interchanging the role of function and variable. Let us denote this function by $T_{v_{0}}$; in other words $T_{v_{0}}(f)=f\left(v_{0}\right)$ for any $f \in \hat{V}$. What can we say about $T_{v_{0}}$ ? To begin with, $T_{v_{0}}(f+g)=(f+g)\left(v_{0}\right)=f\left(v_{0}\right)+g\left(v_{0}\right)=$ $T_{v_{0}}(f)+T_{v_{0}}(g)$; furthermore, $T_{v_{0}}(\lambda f)=(\lambda f)\left(v_{0}\right)=\lambda f\left(v_{0}\right)=\lambda T_{v_{0}}(f)$. Thus $T_{v_{0}}$ is in the dual space of $\hat{V}!$ We write this space as $\hat{\hat{V}}$ and refer to it as the second dual of $V$.

Given any element $v \in V$ we can associate with it an element $T_{v}$ in $\hat{\hat{V}}$. Define the mapping $\psi: V \rightarrow \hat{V}$ by $v \psi=T_{v}$ for every $v \in V$. Is $\psi$ a homomorphism of $V$ into $\hat{V}$ ? Indeed it is! For, $T_{v+w}(f)=f(v+w)=f(v)+$ $f(w)=T_{v}(f)+T_{w}(f)=\left(T_{v}+T_{w}\right)(f)$, and so $T_{v+w}=T_{v}+T_{w}$, that is, $(v+w) \psi=v \psi+w \psi$. Similarly for $\lambda \in F,(\lambda v) \psi=\lambda(v \psi)$. Thus $\psi$ defines a homomorphism of $V$ into $\hat{\hat{V}}$. The construction of $\psi$ used no basis or special properties of $V$; it is an example of an invariant construction.

When is $\psi$ an isomorphism? To answer this we must know when $v \psi=0$, or equivalently, when $T_{v}=0$. But if $T_{v}=0$, then $0=T_{v}(f)=f(v)$ for all $f \in \hat{V}$. However as we pointed out, without proof, for a general vector space, given $v \neq 0$ there is an $f \in \hat{V}$ with $f(v) \neq 0$. We actually proved this when $V$ is finite-dimensional. Thus for $V$ finite-dimensional (and, in fact, for arbitrary $V$ ) $\psi$ is an isomorphism. However, when $V$ is finite-dimensional $\psi$ is an isomorphism onto $\hat{V}$; when $V$ is infinite-dimensional $\psi$ is not onto.

If $V$ is finite-dimensional, by the second corollary to Theorem 4.3.1, $V$ and $\hat{V}$ are of the same dimension; similarly, $\hat{V}$ and $\hat{V}$ are of the same dimension; since $\psi$ is an isomorphism of $V$ into $\hat{V}$, the equality of the dimensions forces $\psi$ to be onto. We have proved

## LEMMA 4.3.3 If $V$ is finite-dimensional, then $\psi$ is an isomorphism of $V$ onto $\hat{\hat{V}}$.

We henceforth identify $V$ and $\hat{\hat{V}}$, keeping in mind that this identification is being carried out by the isomorphism $\psi$.

DEFINITION If $W$ is a subspace of $V$ then the annihilator of $W, A(W)=$ $\{f \in \hat{V} \mid f(w)=0$ all $w \in W\}$.

We leave as an exercise to the reader the verification of the fact that $A(W)$ is a subspace of $\hat{V}$. Clearly if $U \subset W$, then $A(U) \supset A(W)$.

Let $W$ be a subspace of $V$, where $V$ is finite-dimensional. If $f \in \hat{V}$ let $\tilde{f}$ be the restriction of $f$ to $W$; thus $\tilde{f}$ is defined on $W$ by $\tilde{f}(w)=f(w)$ for every $w \in W$. Since $f \in \hat{V}$, clearly $\tilde{f} \in \hat{W}$. Consider the mapping $T: \hat{V} \rightarrow \hat{W}$ defined by $f T=\tilde{f}$ for $f \in \hat{V}$. It is immediate that $(f+g) T=f T+g T$ and that $(\lambda f) T=\lambda(f T)$. Thus $T$ is a homomorphism of $\hat{V}$ into $\hat{W}$. What is the kernel of $T$ ? If $f$ is in the kernel of $T$ then the restriction of $f$ to $W$ must be 0 ; that is, $f(w)=0$ for all $w \in W$. Also, conversely, if $f(w)=0$ for all $w \in W$ then $f$ is in the kernel of $T$. Therefore the kernel of $T$ is exactly $A(W)$.

We now claim that the mapping $T$ is onto $\hat{W}$. What we must show is that given any element $h \in \hat{W}$, then $h$ is the restriction of some $f \in \hat{V}$, that is $h=\tilde{f}$. By Lemma 4.2 .5 , if $w_{1}, \ldots, w_{m}$ is a basis of $W$ then it can be expanded to a basis of $V$ of the form $w_{1}, \ldots, w_{m}, v_{1}, \ldots, v_{r}$ where $r+m=$ $\operatorname{dim} V$. Let $W_{1}$ be the subspace of $V$ spanned by $v_{1}, \ldots, v_{r}$. Thus $V=$ $W \oplus W_{1}$. If $h \in \hat{W}$ define $f \in \hat{V}$ by: let $v \in V$ be written as $v=w+w_{1}$, $w \in W, w_{1} \in W_{1}$; then $f(v)=h(w)$. It is easy to see that $f$ is in $\hat{V}$ and that $\tilde{f}=h$. Thus $h=f T$ and so $T$ maps $\hat{V}$ onto $\hat{W}$. Since the kernel of $T$ is $A(W)$ by Theorem 4.1.1, $\hat{W}$ is isomorphic to $\hat{V} / A(W)$. In particular they have the same dimension. Let $m=\operatorname{dim} W, n=\operatorname{dim} V$, and $r=\operatorname{dim}$ $A(W)$. By Corollary 2 to Theorem 4.3.1, $m=\operatorname{dim} \hat{W}$ and $n=\operatorname{dim} \hat{V}$. However, by Lemma 4.2.6 $\operatorname{dim} \hat{V} \mid A(W)=\operatorname{dim} \hat{V}-\operatorname{dim} A(W)=n-r$, and so $m=n-r$. Transposing, $r=n-m$. We have proved

THEOREM 4.3.2 If $V$ is finite-dimensional and $W$ is a subspace of $V$, then $\hat{W}$ is isomorphic to $\hat{V} \mid A(W)$ and $\operatorname{dim} A(W)=\operatorname{dim} V-\operatorname{dim} W$.

## COROLLARY $A(A(W))=W$.

Proof. Remember that in order for the corollary even to make sense, since $W \subset V$ and $A(A(W)) \subset \hat{\hat{V}}$, we have identified $V$ with $\hat{\hat{V}}$. Now $W \subset$ $A(A(W))$, for if $w \in W$ then $w \psi=T_{w}$ acts on $V$ by $T_{w}(f)=f(w)$ and so is 0 for all $f \in A(W)$. However, $\operatorname{dim} A(A(W))=\operatorname{dim} \hat{V}-\operatorname{dim} A(W)$ (applying the theorem to the vector space $\hat{V}$ and its subspace $A(W)$ ) so that $\operatorname{dim} A(A(W))=\operatorname{dim} \hat{V}-\operatorname{dim} A(W)=\operatorname{dim} V-(\operatorname{dim} V-\operatorname{dim} W)=$ $\operatorname{dim}-W$. Since $W \subset A(A(W))$ and they are of the same dimension, it follows that $W=A(A(W))$.

Theorem 4.3.2 has application to the study of systems of linear homogeneous equations. Consider the system of $m$ equations in $n$ unknowns

$$
\begin{aligned}
& a_{11} x_{1}+a_{12} x_{2}+\cdots+a_{1 n} x_{n}=0 \\
& a_{21} x_{1}+a_{22} x_{2}+\cdots+a_{2 n} x_{n}=0 \\
& \vdots \\
& a_{m 1} x_{1}+a_{m 2} x_{2}+\cdots+a_{m n} x_{n}=0
\end{aligned}
$$

where the $a_{i j}$ are in $F$. We ask for the number of linearly independent solutions $\left(x_{1}, \ldots, x_{n}\right)$ there are in $F^{(n)}$ to this system.

In $F^{(n)}$ let $U$ be the subspace generated by the $m$ vectors ( $a_{11}, a_{12}, \ldots, a_{1 n}$ ), $\left(a_{21}, a_{22}, \ldots, a_{2 n}\right), \ldots,\left(a_{m 1}, a_{m 2}, \ldots, a_{m n}\right)$ and suppose that $U$ is of dimension $r$. In that case we say the system of equations is of rank $r$.

Let $v_{1}=(1,0, \ldots, 0), v_{2}=(0,1,0, \ldots, 0), \ldots, v_{n}=(0,0, \ldots, 0,1)$ be used as a basis of $F^{(n)}$ and let $\hat{v}_{1}, \hat{v}_{2}, \ldots, \hat{v}_{n}$ be its dual basis in $\hat{F}^{(n)}$. Any $f \in \hat{F}^{(n)}$ is of the form $f=x_{1} \hat{v}_{1}+x_{2} \hat{v}_{2}+\cdots+x_{n} \hat{v}_{n}$, where the $x_{i} \in F$. When is $f \in A(U)$ ? In that case, since $\left(a_{11}, \ldots, a_{1 n}\right) \in U$,

$$
\begin{aligned}
0 & =f\left(a_{11}, a_{12}, \cdots, a_{1 n}\right) \\
& =f\left(a_{11} v_{1}+\cdots+a_{1 n} v_{n}\right) \\
& =\left(x_{1} \hat{v}_{1}+x_{2} \hat{v}_{2}+\cdots+x_{n} \hat{v}_{n}\right)\left(a_{11} v_{1}+\cdots+a_{1 n} v_{n}\right) \\
& =x_{1} a_{11}+x_{2} a_{12}+\cdots+x_{n} a_{1 n}
\end{aligned}
$$

since $\hat{v}_{i}\left(v_{j}\right)=0$ for $i \neq j$ and $\hat{v}_{i}\left(v_{i}\right)=1$. Similarly the other equations of the system are satisfied. Conversely, every solution $\left(x_{1}, \ldots, x_{n}\right)$ of the system of homogeneous equations yields an element, $x_{1} \hat{v}_{1}+\cdots+x_{n} \hat{v}_{n}$, in $A(U)$. Thereby we see that the number of linearly independent solutions of the system of equations is the dimension of $A(U)$, which, by Theorem 4.3.2 is $n-r$. We have proved the following:

THEOREM 4.3.3 If the system of homogeneous linear equations:

$$
\begin{aligned}
& a_{11} x_{1}+\cdots+a_{1 n} x_{n}=0 \\
& a_{21} x_{1}+\cdots+a_{2 n} x_{n}=0 \\
& \vdots \\
& a_{m 1} x_{1}+\cdots+a_{m n} x_{n}=0
\end{aligned}
$$

where $a_{i j} \in F$ is of rank $r$, then there are $n-r$ linearly independent solutions in $F^{(n)}$.

COROLLARY If $n>m$, that is, if the number of unknowns exceeds the number of equations, then there is a solution $\left(x_{1}, \ldots, x_{n}\right)$ where not all of $x_{1}, \ldots, x_{n}$ are 0 .

Proof. Since $U$ is generated by $m$ vectors, and $m<n, r=\operatorname{dim} U \leq$ $m<n$; applying Theorem 4.3.3 yields the corollary.

## Problems

1. Prove that $A(W)$ is a subspace of $\hat{V}$.
2. If $S$ is a subset of $V$ let $A(S)=\{f \in \hat{V} \mid f(s)=0$ all $s \in S\}$. Prove that $A(S)=A(L(S))$, where $L(S)$ is the linear span of $S$.
3. If $S, T \in \operatorname{Hom}(V, W)$ and $v_{i} S=v_{i} T$ for all elements $v_{i}$ of a basis of $V$, prove that $S=T$.
4. Complete the proof, with all details, that $\operatorname{Hom}(V, W)$ is a vector space over $F$.
5. If $\psi$ denotes the mapping used in the text of $V$ into $\hat{\hat{V}}$, give a complete proof that $\psi$ is a vector space homomorphism of $V$ into $\hat{\hat{V}}$.
6. If $V$ is finite-dimensional and $v_{1} \neq v_{2}$ are in $V$, prove that there is an $f \in \hat{V}$ such that $f\left(v_{1}\right) \neq f\left(v_{2}\right)$.
7. If $W_{1}$ and $W_{2}$ are subspaces of $V$, which is finite-dimensional, describe $A\left(W_{1}+W_{2}\right)$ in terms of $A\left(W_{1}\right)$ and $A\left(W_{2}\right)$.
8. If $V$ is a finite-dimensional and $W_{1}$ and $W_{2}$ are subspaces of $V$, describe $A\left(W_{1} \cap W_{2}\right)$ in terms of $A\left(W_{1}\right)$ and $A\left(W_{2}\right)$.
9. If $F$ is the field of real numbers, find $A(W)$ where
(a) $W$ is spanned by $(1,2,3)$ and $(0,4,-1)$.
(b) $W$ is spanned by $(0,0,1,-1),(2,1,1,0)$, and $(2,1,1,-1)$.
10. Find the ranks of the following systems of homogeneous linear equations over $F$, the field of real numbers, and find all the solutions.
(a) $x_{1}+2 x_{2}-3 x_{3}+4 x_{4}=0$, $x_{1}+3 x_{2}-x_{3}=0$ $6 x_{1}+x_{3}+2 x_{4}=0$.
(b) $x_{1}+3 x_{2}+x_{3}=0$,
$x_{1}+4 x_{2}+x_{3}=0$.
(c) $x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=0$,
$x_{1}+2 x_{2}=0$
$4 x_{1}+7 x_{2}+x_{3}+x_{4}+x_{5}=0$,
$x_{2}-x_{3}-x_{4}-x_{5}=0$.
11. If $f$ and $g$ are in $\hat{V}$ such that $f(v)=0$ implies $g(v)=0$, prove that $g=\lambda f$ for some $\lambda \in F$.
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## Unit-III

In our discussion of vector spaces the specific nature of $F$ as a field, other thay the fact that it is a field, has played virtually no role. In this section we no longer consider vector spaces $V$ over arbitrary fields $F$; rather, we restrict $F$ to be the field of real or complex numbers. In the first case $V$ is called a real vector space, in the second, a complex vector space.

We all have had some experience with real vector spaces-in fact both analytic geometry and the subject matter of vector analysis deal with these. What concepts used there can we carry over to a more abstract setting? To begin with, we had in these concrete examples the idea of length; secondly we had the idea of perpendicularity, or, more generally, that of
angle. These became special cases of the notion of a dot product (often called a scalar or inner product.)

Let us recall some properties of dot product as it pertained to the special case of the three-dimensional real vectors. Given the vectors $v=\left(x_{1}, x_{2}, x_{3}\right)$ and $w=\left(y_{1}, y_{2}, y_{3}\right)$, where the $x$ 's and $y$ 's are real numbers, the dot product of $v$ and $w$, denoted by $v \cdot w$, was defined as $v \cdot w=x_{1} y_{1}+x_{2} y_{2}+$ $x_{3} y_{3}$. Note that the length of $v$ is given by $\sqrt{v \cdot v}$ and the angle $\theta$ between $v$ and $w$ is determined by

$$
\cos \theta=\frac{v \cdot w}{\sqrt{v \cdot v} \sqrt{w \cdot w}} .
$$

What formal properties does this dot product enjoy? We list a few:

1. $v \cdot v \geq 0$ and $v \cdot v=0$ if and only if $v=0$;
2. $v \cdot w=w \cdot v$;
3. $u \cdot(\alpha v+\beta w)=\alpha(u \cdot v)+\beta(u \cdot w)$;
for any vectors $u, v, w$ and real numbers $\alpha, \beta$.
Everything that has been said can be carried over to complex vector spaces. However, to get geometrically reasonable definitions we must make some modifications. If we simply define $v \cdot w=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}$ for $v=\left(x_{1}, x_{2}, x_{3}\right)$ and $w=\left(y_{1}, y_{2}, y_{3}\right)$, where the $x$ 's and $y$ 's are complex numbers, then it is quite possible that $v \cdot v=0$ with $v \neq 0$; this is illustrated by the vector $v=(1, i, 0)$. In fact, $v \cdot v$ need not even be real. If, as in the real case, we should want $v: v$ to represent somehow the length of $v$, we should like that this length be real and that a nonzero vector should not have zero length.

We can achieve this much by altering the definition of dot product slightly. If $\bar{\alpha}$ denotes the complex conjugate of the complex number $\alpha$, returning to the $v$ and $w$ of the paragraph above let us define $v \cdot w=$ $x_{1} \bar{y}_{1}+x_{2} \bar{y}_{2}+x_{3} \bar{y}_{3}$. For real vectors this new definition coincides with the old one; on the other hand, for arbitrary complex vectors $v \neq 0$, not only is $v \cdot v$ real, it is in fact positive. Thus we have the possibility of introducing, in a natural way, a nonnegative length. However, we do lose something; for instance it is no longer true that $v \cdot w=w \cdot v$. In fact the exact relationship between these is $v \cdot w=\overline{w \cdot v}$. Let us list a few properties of this dot product:

1. $v \cdot w=\overline{w \cdot v}$;
2. $v \cdot v \geq 0$, and $v \cdot v=0$ if and only if $v=0$;
3. $(\alpha u+\beta v) \cdot w=\alpha(u \cdot w)+\beta(v \cdot w)$;
4. $u \cdot(\alpha v+\beta w)=\bar{\alpha}(u \cdot v)+\bar{\beta}(u \cdot w)$;
for all complex numbers $\alpha, \beta$ and all complex vectors $u, v, w$.
We reiterate that in what follows $F$ is either the field of real or complex numbers.

DEFINITION The vector space $V$ over $F$ is said to be an inner product space if there is defined for any two vectors $u, v \in V$ an element $(u, v)$ in $F$ such that

1. $(u, v)=(\overline{v, u})$;
2. $(u, u) \geq 0$ and $(u, u)=0$ if and only if $u=0$;
3. $(\alpha u+\beta v, w)=\alpha(u, w)+\beta(v, w)$;
for any $u, v, w \in V$ and $\alpha, \beta \in F$.
A few observations about properties 1,2 , and 3 are in order. A function satisfying them is called an inner product. If $F$ is the field of complex numbers, property 1 implies that ( $u, u$ ) is real, and so property 2 makes sense. Using 1 and 3, we see that $(u, \alpha v+\beta w)=\overline{(\alpha v+\beta w, u)}=\overline{\alpha(v, u)+\beta(w, u)}=$ $\bar{\alpha}(\overline{v, u})+\bar{\beta}(\overline{w, u})=\bar{\alpha}(u, v)+\bar{\beta}(u, w)$.

We pause to look at some examples of inner product spaces.
Example 4.4.1 In $F^{(n)}$ define, for $u=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $v=\left(\beta_{1}, \ldots\right.$, $\left.\beta_{n}\right),(u, v)=\alpha_{1} \bar{\beta}_{1}+\alpha_{2} \bar{\beta}_{2}+\cdots+\alpha_{n} \bar{\beta}_{n}$. This defines an inner product on $F^{(n)}$.

Example 4.4.2 In $F^{(2)}$ define for $u=\left(\alpha_{1}, \alpha_{2}\right)$ and $v=\left(\beta_{1}, \beta_{2}\right),(u, v)=$ $2 \alpha_{1} \bar{\beta}_{1}+\alpha_{1} \bar{\beta}_{2}+\alpha_{2} \bar{\beta}_{1}+\alpha_{2} \bar{\beta}_{2}$. It is easy to verify that this defines an inner product on $F^{(2)}$.

Example 4.4.3 Let $V$ be the set of all continuous complex-valued functions on the closed unit interval $[0,1]$. If $f(t), g(t) \in V$, define

$$
(f(t), g(t))=\int_{0}^{1} f(t) \overline{g(t)} d t
$$

We leave it to the reader to verify that this defines an inner product on $V$.
For the remainder of this section $V$ will denote an inner product space.
DEFINITION If $v \in V$ then the length of $v$ (or norm of $v$ ), written $\|v\|$, is defined by $\|v\|=\sqrt{(v, v)}$.

LEMMA 4.4.1 If $u, v \in V$ and $\alpha, \beta \in F$ then $(\alpha u+\beta v, \alpha u+\beta v)=$ $\alpha \bar{\alpha}(u, u)+\alpha \bar{\beta}(u, v)+\bar{\alpha} \beta(v, u)+\beta \bar{\beta}(v, v)$.

Proof. By property 3 defining an inner product space, $(\alpha u+\beta v, \alpha u+$ $\beta v)=\alpha(u, \alpha u+\beta v)+\beta(v, \alpha u+\beta v)$; but $(u, \alpha u+\beta v)=\bar{\alpha}(u, u)+\bar{\beta}(u, v)$ and $(v, \alpha u+\beta v)=\bar{\alpha}(v, u)+\bar{\beta}(v, v)$. Substituting these in the expression for ( $\alpha u+\beta v, \alpha u+\beta v$ ) we get the desired result.

COROLLARY $\quad\|\alpha u\|=|\alpha|\|u\|$.
Proof. $\|\alpha u\|^{2}=(\alpha u, \alpha u)=\alpha \bar{\alpha}(u, u)$ by Lemma 4.4.1 (with $v=0$ ). Since $\alpha \bar{\alpha}=|\alpha|^{2}$ and $(u, u)=\|u\|^{2}$, taking square roots yields $\|\alpha u\|=$ $|\alpha|\|u\|$.
We digress for a moment, and prove a very elementary and familiar result about real quadratic equations.

LEMMA 4.4.2 If $a, b, c$ are real numbers such that $a>0$ and $a \lambda^{2}+2 b \lambda+$ $c \geq 0$ for all real numbers $\lambda$, then $b^{2} \leq a c$.

Proof. Completing the squares,

$$
a \lambda^{2}+2 b \lambda+c=\frac{1}{a}(a \lambda+b)^{2}+\left(c-\frac{b^{2}}{a}\right) .
$$

Since it is greater than or equal to 0 for all $\lambda$, in particular this must be true for $\lambda=-b / a$. Thus $c-\left(b^{2} / a\right) \geq 0$, and since $a>0$ we get $b^{2} \leq a c$.

We now proceed to an extremely important inequality, usually known as the Schwarz inequality:

THEOREM 4.4.1 If $u, v \in V$ then $|(u, v)| \leq\|u\|\|v\|$.
Proof. If $u=0$ then both $(u, v)=0$ and $\|u\|\|v\|=0$, so that the result is true there.

Suppose, for the moment, that $(u, v)$ is real and $u \neq 0$. By Lemma 4.4.1, for any real number $\lambda, 0 \leq(\lambda u+v, \lambda u+v)=\lambda^{2}(u, u)+$ $2(u, v) \lambda+(v, v)$ Let $a=(u, u), b=(u, v)$, and $c=(v, v)$; for these the hypothesis of Lemma 4.4.2 is satisfied, so that $b^{2} \leq a c$. That is, $(u, v)^{2} \leq$ $(u, u)(v, v)$; from this it is immediate that $|(u, v)| \leq\|u\|\|v\|$.

If $\alpha=(u, v)$ is not real, then it certainly is not 0 , so that $u / \alpha$ is meaningful. Now,

$$
\left(\frac{u}{\alpha}, v\right)=\frac{1}{\alpha}(u, v)=\frac{1}{(u, v)}(u, v)=1,
$$

and so it is certainly real. By the case of the Schwarz inequality discussed in the paragraph above,

$$
1=\left|\left(\frac{u}{\alpha}, v\right)\right| \leq\left\|\frac{u}{\alpha}\right\|\|v\| ;
$$

since

$$
\left\|\frac{u}{\alpha}\right\|=\frac{1}{|\alpha|}\|u\|,
$$

we get

$$
1 \leq \frac{\|u\|\|v\|}{|\alpha|}
$$

whence $|\alpha| \leq\|u\|\|v\|$. Putting in that $\alpha=(u, v)$ we obtain $|(u, v)| \leq$ $\|u\|\|v\|$, the desired result.

Specific cases of the Schwarz inequality are themselves of great interest. We point out two of them.

1. If $V=F^{(n)}$ with $(u, v)=\alpha_{1} \bar{\beta}_{1}+\cdots+\alpha_{n} \bar{\beta}_{n}$, where $u=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ and $v=\left(\beta_{1}, \ldots, \beta_{n}\right)$, then Theorem 4.4.1 implies that

$$
\left|\alpha_{1} \bar{\beta}_{1}+\cdots+\alpha_{n} \bar{\beta}_{n}\right|^{2} \leq\left(\left|\alpha_{1}\right|^{2}+\cdots+\left|\alpha_{n}\right|^{2}\right)\left(\left|\beta_{1}\right|^{2}+\cdots+\left|\beta_{n}\right|^{2}\right)
$$

2. If $V$ is the set of all continuous, complex-valued functions on [0,1] with inner product defined by

$$
(f(t), g(t))=\int_{0}^{1} f(t) \overline{g(t)} d t
$$

then Theorem 4.4.1 implies that

$$
\left|\int_{0}^{1} f(t) \overline{g(t)} d t\right|^{2} \leq \int_{0}^{1}|f(t)|^{2} d t \int_{0}^{1}|g(t)|^{2} d t
$$

The concept of perpendicularity is an extremely useful and important one in geometry. We introduce its analog in general inner product spaces.

DEFINITION If $u, v \in V$ then $u$ is said to be orthogonal to $v$ if $(u, v)=0$.
Note that if $u$ is orthogonal to $v$ then $v$ is orthogonal to $u$, for $(v, u)=$ $(\overline{u, v})=\overline{0}=0$.

DEFINITION If $W$ is a subspace of $V$, the orthogonal complement of $W$, $W^{\perp}$, is defined by $W^{\perp}=\{x \in V \mid(x, w)=0$ for all $w \in W\}$.

LEMMA 4.4.3 $W^{\perp}$ is a subspace of $V$.
'Proof. If $a, b \in W^{\perp}$ then for all $\alpha, \beta \in F$ and all $w \in W,(\alpha a+\beta b, w)=$ $\alpha(a, w)+\beta(b, w)=0$ since $a, b \in W^{\perp}$.

Note that $W \cap W^{\perp}=(0)$, for if $w \in W \cap W^{\perp}$ it must be self-orthogonal, that is $(w, w)=0$. The defining properties of an inner product space rule out this possibility unless $w=0$.

One of our goals is to show that $V=W+W^{\perp}$. Once this is done, the remark made above will become of some interest, for it will imply that $V$ is the direct sum of $W$ and $W^{\perp}$.

DEFINITION The set of vectors $\left\{v_{i}\right\}$ in $V$ is an orthonormal set if

1. Each $v_{i}$ is of length 1 (i.e., $\left(v_{i}, v_{i}\right)=1$ ).
2. For $i \neq j,\left(v_{i}, v_{j}\right)=0$.

LEMMA 4.4.4 If $\left\{v_{i}\right\}$ is an orthonormal set, then the vectors in $\left\{v_{i}\right\}$ are linearly independent. If $w=\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}$, then $\alpha_{i}=\left(w, v_{i}\right)$ for $i=1,2, \ldots, n$.

Proof. Suppose that $\alpha_{1} v_{1}+\alpha_{2} v_{2}+\cdots+\alpha_{n} v_{n}=0$. Therefore $0=$ $\left(\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}, v_{i}\right)=\alpha_{1}\left(v_{1}, v_{i}\right)+\cdots+\alpha_{n}\left(v_{n}, v_{i}\right)$. Since $\left(v_{j}, v_{i}\right)=0$ for $j \neq i$ while $\left(v_{i}, v_{i}\right)=1$, this equation reduces to $\alpha_{i}=0$. Thus the $v_{j}$ 's are linearly independent.

If $w=\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}$ then computing as above yields $\left(w, v_{i}\right)=\alpha_{i}$.
Similar in spirit and in proof to Lemma 4.4.4 is
LEMMA 4.4.5 If $\left\{v_{1}, \ldots, v_{n}\right\}$ is an orthonormal set in $V$ and if $w \in V$, then $u=w-\left(w, v_{1}\right) v_{1}-\left(w, v_{2}\right) v_{2}-\cdots-\left(w, v_{i}\right) v_{i}-\cdots-\left(w, v_{n}\right) v_{n}$ is orthogonal to each of $v_{1}, v_{2}, \ldots, v_{n}$.

Proof. Computing $\left(u, v_{i}\right)$ for any $i \leq n$, using the orthonormality of $v_{1}, \ldots, v_{n}$ yields the result.

The construction carried out in the proof of the next theorem is one which appears and reappears in many parts of mathematics. It is a basic procedure and is known as the Gram-Schmidt orthogonalization process. Although we shall be working in a finite-dimensional inner product space, the Gram-Schmidt process works equally well in infinite-dimensional situations.

THEOREM 4.4.2 Let $V$ be a finite-dimensional inner product space; then $V$ has an orthonormal set as a basis.

Proof. Let $V$ be of dimension $n$ over $F$ and let $v_{1}, \ldots, v_{n}$ be a basis of $V$. From this basis we shall construct an orthonormal set of $n$ vectors; by Lemma 4.4 .4 this set is linearly independent so must form a basis of $V$.

We proceed with the construction. We seek $n$ vectors $w_{1}, \ldots, w_{n}$ each of length 1 such that for $i \neq j,\left(w_{i}, w_{j}\right)=0$. In fact we shall finally produce them in the following form: $w_{1}$ will be a multiple of $v_{1}, w_{2}$ will be in the linear span of $w_{1}$ and $v_{2}, w_{3}$ in the linear span of $w_{1}, w_{2}$, and $v_{3}$, and more generally, $w_{i}$ in the linear span of $w_{1}, w_{2}, \ldots, w_{i-1}, v_{i}$.

Let

$$
w_{1}=\frac{v_{1}}{\left\|v_{1}\right\|}
$$

then

$$
\left(w_{1}, w_{1}\right)=\left(\frac{v_{1}}{\left\|v_{1}\right\|}, \frac{v_{1}}{\left\|v_{1}\right\|}\right)=\frac{1}{\left\|v_{1}\right\|^{2}}\left(v_{1}, v_{1}\right)=1
$$

whence $\left\|w_{1}\right\|=1$. We now ask: for what value of $\alpha$ is $\alpha w_{1}+v_{2}$ orthogonal to $w_{1}$ ? All we need is that $\left(\alpha w_{1}+v_{2}, w_{1}\right)=0$, that is $\alpha\left(w_{1}, w_{1}\right)+$ $\left(v_{2}, w_{1}\right)=0$. Since $\left(w_{1}, w_{1}\right)=1, \alpha=-\left(v_{2}, w_{1}\right)$ will do the trick. Let $w_{2}=-\left(v_{2}, w_{1}\right) w_{1}+v_{2} ; u_{2}$ is orthogonal to $w_{1}$; since $v_{1}$ and $v_{2}$ are linearly independent, $w_{1}$ and $v_{2}$ must be linearly independent, and so $u_{2} \neq 0$. Let $w_{2}=\left(u_{2} /\left\|u_{2}\right\|\right)$; then $\left\{w_{1}, w_{2}\right\}$ is an orthonormal set. We continue. Let $u_{3}=-\left(v_{3}, w_{1}\right) w_{1}-\left(v_{3}, w_{2}\right) w_{2}+v_{3}$; a simple check verifies that $\left(u_{3}, w_{1}\right)=\left(u_{3}, w_{2}\right)=0$. Since $w_{1}, w_{2}$, and $v_{3}$ are linearly independent (for $w_{1}, w_{2}$ are in the linear span of $v_{1}$ and $\left.v_{2}\right), u_{3} \neq 0$. Let $w_{3}=\left(u_{3} /\left\|u_{3}\right\|\right)$; then $\left\{w_{1}, w_{2}, w_{3}\right\}$ is an orthonormal set. The road ahead is now clear. Suppose that we have constructed $w_{1}, w_{2}, \ldots, w_{i}$, in the linear span of $\boldsymbol{v}_{1}, \ldots, v_{i}$, which form an orthonormal set. How do we construct the next one, $w_{i+1}$ ? Merely put $u_{i+1}=-\left(v_{i+1}, w_{1}\right) w_{1}-\left(v_{i+1}, w_{2}\right) w_{2}-\cdots-$ $\left(v_{i+1}, w_{i}\right) w_{i}+v_{i+1}$. That $u_{i+1} \neq 0$ and that it is orthogonal to each of $w_{1}, \ldots, w_{i}$ we leave to the reader. Put $w_{i+1}=\left(u_{i+1} /\left\|u_{i+1}\right\|\right)$ !

In this way, given $r$ linearly independent elements in $V$, we can construct an orthonormal set having $r$ elements. If particular, when $\operatorname{dim} V=n$, from any basis of $V$ we can construct an orthonormal set having $n$ elements. This provides us with the required basis for $V$.

We illustrate the construction used in the last proof in a concrete case. Let $F$ be the real field and let $V$ be the set of polynomials, in a variable $x$, over $F$ of degree 2 or less. In $V$ we define an inner product by: if $p(x)$, $q(x) \in V$, then

$$
(p(x), q(x))=\int_{-1}^{1} p(x) q(x) d x .
$$

Let us start with the basis $v_{1}=1, v_{2}=x, v_{3}=x^{2}$ of $V$. Following the construction used,

$$
\begin{aligned}
& w_{1}=\frac{v_{1}}{\left\|v_{1}\right\|}=\frac{1}{\sqrt{\int_{-1}^{1} 1 d x}}=\frac{1}{\sqrt{2}} ; \\
& u_{2}=-\left(v_{2}, w_{1}\right) w_{1}+v_{2},
\end{aligned}
$$

which after the computations reduces to $u_{2}=x$, and so

$$
w_{2}=\frac{u_{2}}{\left\|u_{2}\right\|}=\frac{x}{\sqrt{\int_{-1}^{1} x^{2} d x}}=\frac{\sqrt{3}}{\sqrt{2}} x ;
$$

finally,

$$
u_{3}=-\left(v_{3}, w_{1}\right) w_{1}-\left(v_{3}, w_{2}\right) w_{2}+v_{3}=\frac{-1}{3}+x^{2}
$$

and so

$$
w_{3}=\frac{u_{3}}{\left\|u_{3}\right\|}=\frac{\frac{-1}{3}+x^{2}}{\sqrt{\int_{-1}^{1}\left(\frac{-1}{3}+x^{2}\right)^{2} d x}}=\frac{\sqrt{10}}{4}\left(-1+3 x^{2}\right)
$$

We mentioned the next theorem earlier as one of our goals. We are now able to prove it.

THEOREM 4.4.3 If $V$ is a finite-dimensional inner product space and if $W$ is a subspace of $V$, then $V=W+W^{\perp}$. More particularly, $V$ is the direct sum of $W$ and $W^{\perp}$.

Proof. Because of the highly geometric nature of the result, and because it is so basic, we give several proofs. The first will make use of Theorem 4.4.2 and some of the earlier lemmas. The second will be motivated geometrically.

First Proof. As a subspace of the inner product space $V, W$ is itself an inner product space (its inner product being that of $V$ restricted to $W$ ). Thus we can find an orthonormal set $w_{1}, \ldots, w_{r}$ in $W$ which is a basis of $W$. If $v \in V$, by Lemma 4.4.5, $v_{0}=v-\left(v, w_{1}\right) w_{1}-\left(v, w_{2}\right) w_{2}-\cdots-$ $\left(v, w_{r}\right) w_{r}$ is orthogonal to each of $w_{1}, \ldots, w_{r}$ and so is orthogonal to $W$. Thus $v_{0} \in W^{\perp}$, and since $v=v_{0}+\left(\left(v, w_{1}\right) w_{1}+\cdots+\left(v, w_{r}\right) w_{r}\right), \quad v \in$ $W+W^{\perp}$. Therefore $V=W+W^{\perp}$. Since $W \cap W^{\perp}=(0)$, this sum is direct.

Second Proof. In this proof we shall assume that $F$ is the field of real numbers. The proof works, in almost the same way, for the complex numbers; however, it entails a few extra details which might tend to obscure the essential ideas used.

Let $v \in V$; suppose that we could find a vector $w_{0} \in W$ such that $\left\|v-w_{0}\right\| \leq\|v-w\|$ for all $w \in W$. We claim that then $\left(v-w_{0}, w\right)=0$ for all $w \in W$, that is, $v-w_{0} \in W^{\perp}$.

If $w \in W$, then $w_{0}+w \in W$, in consequence of which

$$
\left(v-w_{0}, v-w_{0}\right) \leq\left(v-\left(w_{0}+w\right), v-\left(w_{0}+w\right)\right)
$$

However, the right-hand side is $(w, w)+\left(v-w_{0}, v-w_{0}\right)-2\left(v-w_{0}, w\right)$, leading to $2\left(v-w_{0}, w\right) \leq(w, w)$ for all $w \in W$. If $m$ is any positive integer, since $w / m \in W$ we have that

$$
\frac{2}{m}\left(v-w_{0}, w\right)=2\left(v-w_{0}, \frac{w}{m}\right) \leq\left(\frac{w}{m}, \frac{w}{m}\right)=\frac{1}{m^{2}}(w, w)
$$

and so $2\left(v-w_{0}, w\right) \leq(1 / m)(w, w)$ for any positive integer $m$. However,
$(1 / m)(w, w) \rightarrow 0$ as $m \rightarrow \infty$, whence $2\left(v-w_{0}, w\right) \leq 0$. Similarly, $-w \in W$, and so $0 \leq-2\left(v-w_{0}, w\right)=2\left(v-w_{0},-w\right) \leq 0$, yielding $\left(v-w_{0}, w\right)$ $=0$ for all $w \in W$. Thus $v-w_{0} \in W^{\perp}$; hence $v \in w_{0}+W^{\perp} \subset W+W^{\perp}$.

To finish the second proof we must prove the existence of a $w_{0} \in W$ such that $\left\|v-w_{0}\right\| \leq\|v-w\|$ for all $w=14$ wa indinnto olrntal:il.. ways of proving the existence of such a $w_{0}$

Let $u_{1}, \ldots, u_{k}$ be a basis of $W$; thus any $w \in W$ is of the form $w=$ $\lambda_{1} u_{1}+\cdots+\lambda_{k} u_{k}$. Let $\beta_{i j}=\left(u_{i}, u_{j}\right)$ and let $\gamma_{i}=\left(v, u_{i}\right)$ for $v \in V$. Thus $(v-w, v-w)=\left(v-\lambda_{1} u_{1}-\cdots-\lambda_{k} u_{k}, v-\lambda_{1} w_{1}-\cdots-\lambda_{k} w_{k}\right)=$ $(v, v)-\sum \lambda_{i} \lambda_{j} \beta_{i j}-2 \sum \lambda_{i} \gamma_{i}$. This quadratic function in the $\lambda$ 's is nonnegative and so, by results from the calculus, has a minimum. The $\lambda$ 's for this $\operatorname{minimum}, \lambda_{1}{ }^{(0)}, \lambda_{2}{ }^{(0)}, \ldots, \lambda_{k}{ }^{(0)}$ give us the desired vector $w_{0}=$ $\lambda_{1}{ }^{(0)} u_{1}+\cdots+\lambda_{k}{ }^{(0)} u_{k}$ in $W$.

A second way of exhibiting such a minimizing $w$ is as follows. In $V$ define a metric $\zeta$ by $\zeta(x, y)=\|x-y\|$; one shows that $\zeta$ is a proper metric on $V$, and $V$ is now a metric space. Let $S=\{w \in W \mid\|v-w\| \leq\|v\|\}$; in this metric $S$ is a compact set (prove!) and so the continuous function $f(w)=\|v-w\|$ defined for $w \in S$ takes on a minimum at some point $w_{0} \in S$. We leave it to the reader to verify that $w_{0}$ is the desired vector satisfying $\left\|v-w_{0}\right\| \leq\|v-w\|$ for all $w \in W$.

COROLLARY If $V$ is a finite-dimensional inner product space and $W$ is a subspace of $V$ then $\left(W^{\perp}\right)^{\perp}=W$.

Proof. If $w \in W$ then for any $u \in W^{\perp},(w, u)=0$, whence $W \subset$ $\left(W^{\perp}\right)^{\perp}$. Now $V=W+W^{\perp}$ and $V=W^{\perp}+\left(W^{\perp}\right)^{\perp}$; from these we get, since the sums are direct, $\operatorname{dim}(W)=\operatorname{dim}\left(\left(W^{\perp}\right)^{\perp}\right)$. Since $W \subset\left(W^{\perp}\right)^{\perp}$ and is of the same dimension as $\left(W^{\perp}\right)^{\perp}$, it follows that $W=\left(W^{\perp}\right)^{\perp}$.

## Problems

In all the problems $V$ is an inner product space over $F$.

1. If $F$ is the real field and $V$ is $F^{(3)}$, show that the Schwarz inequality implies that the cosine of an angle is of absolute value at most 1 .
2. If $F$ is the real field, find all 4-tuples of real numbers ( $a, b, c, d$ ) such that for $u=\left(\alpha_{1}, \alpha_{2}\right), v=\left(\beta_{1}, \beta_{2}\right) \in F^{(2)},(u, v)=a \alpha_{1} \beta_{1}+b \alpha_{2} \beta_{2}+$ $c \alpha_{1} \beta_{2}+d \alpha_{2} \beta_{1}$ defines an inner product on $F^{(2)}$.
3. In $V$ define the distance $\zeta(u, v)$ from $u$ to $v$ by $\zeta(u, v)=\|u-v\|$. Prove that
(a) $\zeta(u, v) \geq 0$ and $\zeta(u, v)=0$ if and only if $u=v$.
(b) $\zeta(u, v)=\zeta(v, u)$.
(c) $\zeta(u, v) \leq \zeta(u, w)+\zeta(w, v)$ (triangle inequality).
4. If $\left\{w_{1}, \ldots, w_{m}\right\}$ is an orthonormal set in $V$, prove that

$$
\sum_{i=1}^{m}\left|\left(w_{i}, v\right)\right|^{2} \leq\|v\|^{2} \text { for any } v \in V
$$

(Bessel inequality)
5. If $V$ is finite-dimensional and if $\left\{w_{1}, \ldots, w_{m}\right\}$ is an orthonormal set in $V$ such that

$$
\sum_{i=1}^{m}\left|\left(w_{i}, v\right)\right|^{2}=\|v\|^{2}
$$

for every $v \in V$, prove that $\left\{w_{1}, \ldots, w_{m}\right\}$ must be a basis of $V$.
6. If $\operatorname{dim} V=n$ and if $\left\{w_{1}, \ldots, w_{m}\right\}$ is an orthonormal set in $V$, prove that there exist vectors $w_{m+1}, \ldots, w_{n}$ such that $\left\{w_{1}, \ldots, w_{m}, w_{m+1}\right.$, $\left.\ldots, w_{n}\right\}$ is an orthonormal set (and basis of $V$ ).
7. Use the result of Problem 6 to give another proof of Theorem 4.4.3.
8. In $V$ prove the parallelogram law:

$$
\|u+v\|^{2}+\|u-v\|^{2}=2\left(\|u\|^{2}+\|v\|^{2}\right) .
$$

Explain what this means geometrically in the special case $V=F^{(3)}$, where $F$ is the real field, and where the inner product is the usual dot product.
9. Let $V$ be the real functions $y=f(x)$ satisfying $d^{2} y / d x^{2}+9 y=0$.
(a) Prove that $V$ is a two-dimensional real vector space.
(b) In $V$ define $(y, z)=\int_{0}^{\pi} y z d x$. Find an orthonormal basis in $V$.
10. Let $V$ be the set of real functions $y=f(x)$ satisfying

$$
\frac{d^{3} y}{d x^{3}}-6 \frac{d^{2} y}{d x^{2}}+11 \frac{d y}{d x}-6 y=0 .
$$

(a) Prove that $V$ is a three-dimensional real vector space.
(b) In $V$ define

$$
(u, v)=\int_{-\infty}^{0} u v d x .
$$

Show that this defines an inner product on $V$ and find an orthonormal basis for $V$.
11. If $W$ is a subspace of $V$ and if $v \in V$ satisfies $(v, w)+(w, v) \leq(w, w)$ for every $w \in W$, prove that $(v, w)=0$ for every $w \in W$.
12. If $V$ is a finite-dimensional inner product space and if $f$ is a linear functional on $V$ (i.e., $f \in \hat{V}$ ), prove that there is a $u_{0} \in V$ such that $f(v)=\left(v, u_{0}\right)$ for all $v \in V$.
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## Unit-IV

In fact, we introduced into $\operatorname{Hom}(V, W)$ the operations of addition and of multiplication by scalars (elements of $F$ ) in such a way that $\operatorname{Hom}(V, W)$ itself became a vector space over $F$.

Of much greater interest is the special case $V=W$, for here, in addition to the vector space operations, we can introduce a multiplication for any two elements under which Hom ( $V, V$ ) becomes a ring. Blessed with this twin nature-that of a vector space and of a ring-Hom $(V, V)$ acquires an extremely rich structure. It is this structure and its consequences that impart so much life and sparkle to the subject and which justify most fully the creation of the abstract concept of a vector space.

Our main concern shall be concentrated on $\operatorname{Hom}(V, V)$ where $V$ will not be an arbitrary vector space but rather will be restricted to be a finite-dimensional vector space over a field $F$. The finitedimensionality of $V$ imposes on $\operatorname{Hom}(V, V)$ the consequence that each of its elements satisfies a polynomial over $F$. This fact, perhaps more than any other, gives us a ready entry into $\operatorname{Hom}(V, V)$ and allows us to probe both deeply and effectively into its structure.
The subject matter to be considered often goes under the name of linear algebra. It encompasses the isomorphic theory of matrices. The statement that its results are in constant everyday use in every aspect of mathematics (and elsewhere) is not in the least exaggerated.

A popular myth is that mathematicians revel in the inapplicability of their discipline and are disappointed when one of their results is "soiled" by use in the outside world. This is sheer nonsense! It is true that a mathematician does not depend for his value judgments on the applicability of a given result outside of mathematics proper but relies, rather, on some intrinsic, and at times intangible, mathematical criteria. However, it is equally true that the converse is false-the utility of a result has never lowered its mathematical value. A perfect case in point is the subject of linear algebra; it is real mathematics, interesting and exciting on its own, yet it is probably that part of mathematics which finds the widest applica-tion-in physics, chemistry, economics, in fact in almost every science and pseudoscience.

### 6.1 The Algebra of Linear Transformations

Let $V$ be a vector space over a field $F$ and let $\operatorname{Hom}(V, V)$, as before, be the set of all vector-space-homomorphisms of $V$ into itself. In Section 4.3 we showed that $\operatorname{Hom}(V, V)$ forms a vector space over $F$, where, for $T_{1}, T_{2} \in \operatorname{Hom}(V, V), T_{1}+T_{2}$ is defined by $v\left(T_{1}+T_{2}\right)=v T_{1}+v T_{2}$ for all $v \in V$ and where, for $\alpha \in F, \alpha T_{1}$ is defined by $v\left(\alpha T_{1}\right)=\alpha\left(v T_{1}\right)$.

For $T_{1}, T_{2} \in \operatorname{Hom}(V, V)$, since $v T_{1} \in V$ for any $v \in V,\left(v T_{1}\right) T_{2}$ makes sense. As we have done for mappings of any set into itself, we define $T_{1} T_{2}$ by $v\left(T_{1} T_{2}\right)=\left(v T_{1}\right) T_{2}$ for any $v \in V$. We now claim that $T_{1} T_{2} \in$ Hom ( $V, V$ ). To prove this, we must show that for all $\alpha, \beta \in F$ and all $u, v \in V,(\alpha u+\beta v)\left(T_{1} T_{2}\right)=\alpha\left(u\left(T_{1} T_{2}\right)\right)+\beta\left(v\left(T_{1} T_{2}\right)\right)$. We compute

$$
\begin{aligned}
(\alpha u+\beta v)\left(T_{1} T_{2}\right) & =\left((\alpha u+\beta v) T_{1}\right) T_{2} \\
& =\left(\alpha\left(u T_{1}\right)+\beta\left(v T_{1}\right)\right) T_{2} \\
& =\alpha\left(u T_{1}\right) T_{2}+\beta\left(v T_{1}\right) T_{2} \\
& =\alpha\left(u\left(T_{1} T_{2}\right)\right)+\beta\left(v\left(T_{1} T_{2}\right)\right) .
\end{aligned}
$$

We leave as an exercise the following properties of this product in $\operatorname{Hom}(V, V)$ :

1. $\left(T_{1}+T_{2}\right) T_{3}=T_{1} T_{3}+T_{2} T_{3}$;
2. $T_{3}\left(T_{1}+T_{2}\right)=T_{3} T_{1}+T_{3} T_{2}$;
3. $T_{1}\left(T_{2} T_{3}\right)=\left(T_{1} T_{2}\right) T_{3}$;
4. $\alpha\left(T_{1} T_{2}\right)=\left(\alpha T_{1}\right) T_{2}=T_{1}\left(\alpha T_{2}\right) ;$
for all $T_{1}, T_{2}, T_{3} \in \operatorname{Hom}(V, V)$ and all $\alpha \in F$.
Note that properties $1,2,3$, above, are exactly what are required to make of $\operatorname{Hom}(V, V)$ an associative ring. Property 4 intertwines the character of $\operatorname{Hom}(V, V)$, as a vector space over $F$, with its character as a ting.

Note further that there is an element, $I$, in $\operatorname{Hom}(V, V)$, defined by $v I=v$ for all $v \in V$, with the property that $T I=I T=T$ for every $T \in$ $\operatorname{Hom}(V, V)$. Thereby, $\operatorname{Hom}(V, V)$ is a ring with a unit element. Moreover, if in property 4 above we put $T_{2}=I$, we obtain $\alpha T_{1}=T_{1}(\alpha I)$. Since $(\alpha I) T_{1}=\alpha\left(I T_{1}\right)=\alpha T_{1}$, we see that $(\alpha I) T_{1}=T_{1}(\alpha I)$ for all $T_{1} \in$ $\operatorname{Hom}(V, V)$, and so $\alpha I$ commutes with every element of $\operatorname{Hom}(V, V)$. We shall always write, in the future, $\alpha$ I merely as $\alpha$.

DEFINITION An associative ring $A$ is called an algebra over $F$ if $A$ is a vector space over $F$ such that for all $a, b \in A$ and $\alpha \in F, \alpha(a b)=(\alpha a) b=$ $a(\alpha b)$.

Homomorphisms, isomorphisms, ideals, etc., of algebras are defined as for rings with the additional proviso that these must preserve, or be invariant under, the vector space structure.

Our remarks above indicate that $\operatorname{Hom}(V, V)$ is an algebra over $F$. For convenience of notation we henceforth shall write $\operatorname{Hom}(V, V)$ as $A(V)$; whenever we want to emphasize the role of the field $F$ we shall denote it by $A_{F}(V)$.

DEFINITION A linear transformation on $V$, over $F$, is an element of $A_{F}(V)$.
We shall, at times, refer to $A(V)$ as the ring, or algebra, of linear transformations on $V$.

For arbitrary algebras $A$, with unit element, over a field $F$, we can prove the analog of Cayley's theorem for groups; namely,
LEMMA 6.1.1 If $A$ is an algebra, with unit element, over $F$, then $A$ is isomorphic to a subalgebra of $A(V)$ for some vector space $V$ over $F$.
Proof. Since $A$ is an algebra over $F$, it must be a vector space over $F$. We shall use $V=A$ to prove the theorem.

If $a \in A$, let $T_{a}: A \rightarrow A$ be defined by $v T_{a}=v a$ for every $v \in A$. We assert that $T_{a}$ is a linear transformation on $V(=A)$. By the right-distributive law $\left(v_{1}+v_{2}\right) T_{a}=\left(v_{1}+v_{2}\right) a=v_{1} a+v_{2} a=v_{1} T_{a}+v_{2} T_{a}$. Since $A$ is an algebra, $(\alpha v) T_{a}=(\alpha v) a=\alpha(v a)=\alpha\left(v T_{a}\right)$ for $v \in A, \alpha \in F$. Thus $T_{a}$ is indeed a linear transformation on $A$.
Consider the mapping $\psi: A \rightarrow A(V)$ defined by $a \psi=T_{a}$ for every $a \in A$. We claim that $\psi$ is an isomorphism of $A$ into $A(V)$. To begin with, if $a, b \in A$ and $\alpha, \beta \in F$, then for all $v \in A, v T_{\alpha a+\beta b}=v(\alpha a+\beta b)=$ $\alpha(v a)+\beta(v b)$ [by the left-distributive law and the fact that $A$ is an algebra over $F]=\alpha\left(v T_{a}\right)+\beta\left(v T_{b}\right)=v\left(\alpha T_{a}+\beta T_{b}\right)$ since both $T_{a}$ and $T_{b}$ are linear transformations. In consequence, $T_{a a+\beta b}=\alpha T_{a}+\beta T_{b}$, whence $\psi$ is a vector-space homomorphism of $A$ into $A(V)$. Next, we compute, for
$\boldsymbol{a}, \boldsymbol{b} \in A, v T_{a b}=v(a b)=(v a) b=\left(v T_{a}\right) T_{b}=v\left(T_{a} T_{b}\right)$ (we have used the associative law of $A$ in this computation), which implies that $T_{a b}=$ $T_{a} T_{b}$. In this way, $\psi$ is also a ring-homomorphism of $A$. So far we have proved that $\psi$ is a homomorphism of $A$, as an algebra, into $A(V)$. All that remains is to determine the kernel of $\psi$. Let $a \in A$ be in the kernel of $\psi$; then $a \psi=0$, whence $T_{a}=0$ and so $v T_{a}=0$ for all $v \in V$. Now $V=A$, and $A$ has a unit element, $e$, hence $e T_{a}=0$. However, $0=e T_{a}=e a=a$, proving that $a=0$. The kernel of $\psi$ must therefore merely consist of 0 , thus implying that $\psi$ is an isomorphism of $A$ into $A(V)$. This completes the proof of the lemma.

The lemma points out the universal role played by the particular algebras, $A(V)$, for in these we can find isomorphic copies of any algebra.

Let $A$ be an algebra, with unit element $e$, over $F$, and let $p(x)=\alpha_{0}+$ $\alpha_{1} x+\cdots+\alpha_{n} x^{n}$ be a polynomial in $F[x]$. For $a \in A$, by $p(a)$, we shall mean the element $\alpha_{0} e+\alpha_{1} a+\cdots+\alpha_{n} a^{n}$ in $A$. If $p(a)=0$ we shall say $a$ satisfies $p(x)$.

LEMMA 6.1.2 Let $A$ be an algebra, with unit element, over $F$, and suppose that $A$ is of dimension $m$ over $F$. Then every element in $A$ satisfies some nontrivial polynomial in $F[x]$ of degree at most $m$.

Proof. Let $e$ be the unit element of $A$; if $a \in A$, consider the $m+1$ elements $e, a, a^{2}, \ldots, a^{m}$ in $A$. Since $A$ is $m$-dimensional over $F$, by Lemma 4.2.4, e, $a, a^{2}, \ldots, a^{m}$, being $m+1$ in number, must be linearly dependent over $F$. In other words, there are elements $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{m}$ in $F$, not all 0 , such that $\alpha_{0} e+\alpha_{1} a+\cdots+\alpha_{m} a^{m}=0$. But then $a$ satisfies the nontrivial polynomial $q(x)=\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{m} x^{m}$, of degree at most $\bar{m}$, in $F[x]$.

If $V$ is a finite-dimensional vector space over $F$, of dimension $n$, by Corollary 1 to Theorem 4.3.1, $A(V)$ is of dimension $n^{2}$ over $F$. Since $A(V)$ is an algebra over $F$, we can apply Lemma 6.1.2 to it to obtain that every element in $A(V)$ satisfies a polynomial over $F$ of degree at most $n^{2}$. This fact will be of central significance in all that follows, so we single it out as

## THEOREM 6.1.1 If $V$ is an n-dimensional vector space over $F$, then, given any

 element $T$ in $A(V)$, there exists a nontrivial polynomial $q(x) \in F[x]$ of degree at most $n^{2}$, such that $q(T)=0$.We shall see later that we can assert much more about the degree of $q(x)$; in fact, we shall eventually be able to say that we can choose such a $q(x)$ of degree at most $n$. This fact is a famous theorem in the subject, and is known as the Cayley-Hamilton theorem. For the moment we can get by
without any sharp estimate of the degree of $q(x)$; all we need is that a suitable $q(x)$ exists.

Since for finite-dimensional $V$, given $T \in A(V)$, some polynomial $q(x)$ exists for which $q(T)=0$, a nontrivial polynomial of lowest degree with this property, $p(x)$, exists in $F[x]$. We call $p(x)$ a minimal polynomial for $T$ over $F$. If $T$ satisfies a polynomial $h(x)$, then $p(x) \mid h(x)$.

DEFINITION An element $T \in A(V)$ is called right-invertible if there exists an $S \in A(V)$ such that $T S=1$. (Here 1 denotes the unit element of $A(V)$.)

Similarly, we can define left-invertible, if there is a $U \in A(V)$ such that $U T=1$. If $T$ is both right- and left-invertible and if $T S=U T=1$, it is an easy exercise that $S=U$ and that $S$ is unique.

DEFINITION An element $T$ in $A(V)$ is invertible or regular if it is both right- and left-invertible; that is, if there is an element $S \in A(V)$ such that $S T=T S=1$. We write $S$ as $T^{-1}$.

An element in $A(V)$ which is not regular is called singular.
It is quite possible that an element in $A(V)$ is right-invertible but is not invertible. An example of such: Let $F$ be the field of real numbers and let $V$ be $F[x]$, the set of all polynomials in $x$ over $F$. In $V$ let $S$ be defined by

$$
q(x) S=\frac{d}{d x} q(x)
$$

and $T$ by

$$
q(x) T=\int_{1}^{x} q(x) d x
$$

Then $S T \neq 1$, whereas $T S=1$. As we shall see in a moment, if $V$ is finite-dimensional over $F$, then an element in $A(V)$ which is right-invertible is invertible.

THEOREM 6.1.2 If $V$ is finite-dimensional over $F$, then $T \in A(V)$ is invertible if and only if the constant term of the minimal polynomial for $T$ is not 0 .

Proof. Let $p(x)=\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{k} x^{k}, \alpha_{k} \neq 0$, be the minimal polynomial for $T$ over $F$.

If $\alpha_{0} \neq 0$, since $0=p(T)=\alpha_{k} T^{k}+\alpha_{k-1} T^{k-1}+\cdots+\alpha_{1} T+\alpha_{0}$, we obtain

$$
\begin{aligned}
1 & =T\left(-\frac{1}{\alpha_{0}}\left(\alpha_{k} T^{k-1}+\alpha_{k-1} T^{k-2}+\cdots+\alpha_{1}\right)\right) \\
& =\left(-\frac{1}{\alpha_{0}}\left(\alpha_{k} T^{k-1}+\cdots+\alpha_{1}\right)\right) T
\end{aligned}
$$

Therefore,

$$
S=-\frac{1}{\alpha_{0}}\left(\alpha_{k} T^{k-1}+\cdots+\alpha_{1}\right)
$$

acts as an inverse for $T$, whence $T$ is invertible.
Suppose, on the other hand, that $T$ is invertible, yet $\alpha_{0}=0$. Thus $0=\alpha_{1} T+\alpha_{2} T^{2}+\cdots+\alpha_{k} T^{k}=\left(\alpha_{1}+\alpha_{2} T+\cdots+\alpha_{k} T^{k-1}\right) T$. Multiplying this relation from the right by $T^{-1}$ yields $\alpha_{1}+\alpha_{2} T+\cdots+$ $\alpha_{k} T^{k-1}=0$, whereby $T$ satisfies the polynomial $q(x)=\alpha_{1}+\alpha_{2} x+\cdots+$ $\alpha_{k} x^{k-1}$ in $F[x]$. Since the degree of $q(x)$ is less than that of $p(x)$, this is impossible. Consequently, $\alpha_{0} \neq 0$ and the other half of the theorem is established.

COROLLARY 1 If $V$ is finite-dimensional over $F$ and if $T \in A(V)$ is invertible, then $T^{-1}$ is a polynomial expression in $T$ over $F$.

Proof. Since $T$ is invertible, by the theorem, $\alpha_{0}+\alpha_{1} T+\cdots+$ $\alpha_{k} T^{k}=0$ with $\alpha_{0} \neq 0$. But then

$$
T^{-1}=-\frac{1}{\alpha_{0}}\left(\alpha_{1}+\alpha_{2} T+\cdots+\alpha_{k} T^{k-1}\right)
$$

COROLLARY 2 If $V$ is finite-dimensional over $F$ and if $T \in A(V)$ is singular, then there exists an $S \neq 0$ in $A(V)$ such that $S T=T S=0$.

Proof. Because $T$ is not regular, the constant term of its minimal polynomial must be 0 . That is, $p(x)=\alpha_{1} x+\cdots+\alpha_{k} x^{k}$, whence $0=$ $\alpha_{1} T+\cdots+\alpha_{k} T^{k}$. If $S=\alpha_{1}+\cdots+\alpha_{k} T^{k-1}$, then $S \neq 0$ (since $\alpha_{1}+\cdots+\alpha_{k} x^{k-1}$ is of lower degree than $\left.p(x)\right)$ and $S T=T S=0$.

COROLLARY 3 If $V$ is finite-dimensional over $F$ and if $T \in A(V)$ is rightinvertible, then it is invertible.

Proof. Let $T U=1$. If $T$ were singular, there would be an $S \neq 0$ such that $S T=0$. However, $0=(S T) U=S(T U)=S 1=S \neq 0$, a contradiction. Thus $T$ is regular.

We wish to transfer the information contained in Theorem 6.1.2 and its corollaries from $A(V)$ to the action of $T$ on $V$. A most basic result in this vein is

THEOREM 6.1.3 If $V$ is finite-dimensional over $F$, then $T \in A(V)$ is singular if and only if there exists $a v \neq 0$ in $V$ such that $v T=0$.

Proof. By Corollary 2 to Theorem 6.1.2, $T$ is singular if and only if there is an $S \neq 0$ in $A(V)$ such that $S T=T S=0$. Since $S \neq 0$ there is an element $w \in V$ such that $w S \neq 0$.

Let $v=w S$; then $v T=(w S) T=w(S T)=w 0=0$. We have produced a nonzero vector $v$ in $V$ which is annihilated by $T$. Conversely, if $v T=0$ with $v \neq 0$, we leave as an exercise the fact that $T$ is not invertible.

We seek still another characterization of the singularity or regularity of a linear transformation in terms of its overall action on $V$.

DEFINITION If $T \in A(V)$, then the range of $T, V T$, is defined by $V T=$ $\{v T \mid v \in V\}$.

The range of $T$ is easily shown to be a subvector space of $V$. It merely consists of all the images by $T$ of the elements of $V$. Note that the range of $T$ is all of $V$ if and only if $T$ is onto.

THEOREM 6.1.4 If $V$ is finite-dimensional over $F$, then $T \in A(V)$ is regular if and only if $T$ maps $V$ onto $V$.

Proof. As happens so often, one-half of this is almost trivial; namely, if $T$ is regular then, given $v \in V, v=\left(v T^{-1}\right) T$, whence $V T=V$ and $T$ is onto.

On the other hand, suppose that $T$ is not regular. We must show that $T$ is not onto. Since $T$ is singular, by Theorem 6.1 .3 , there exists a vector $v_{1} \neq 0$ in $V$ such that $v_{1} T=0$. By Lemma 4.2 .5 we can fill out, from $v_{1}$, to a basis $v_{1}, v_{2}, \ldots, v_{n}$ of $V$. Then every element in $V T$ is a linear combination of the elements $w_{1}=v_{1} T, w_{2}=v_{2} T, \ldots, w_{n}=v_{n} T$. Since $w_{1}=0, V T$ is spanned by the $n-1$ elements $w_{2}, \ldots, w_{n}$; therefore $\operatorname{dim} V T \leq n-1<n=\operatorname{dim} V$. But then $V T$ must be different from $V$; that is, $T$ is not onto.

Theorem 6.1.4 points out that we can distinguish regular elements from singular ones, in the finite-dimensional case, according as their ranges are or are not all of $V$. If $T \in A(V)$ this can be rephrased as: $T$ is regular if and only if $\operatorname{dim}(V T)=\operatorname{dim} V$. This suggests that we could use $\operatorname{dim}(V T)$ not only as a test for regularity, but even as a measure of the degree of singularity (or, lack of regularity) for a given $T \in A(V)$.

DEFINITION If $V$ is finite-dimensional over $F$, then the $\operatorname{rank}$ of $T$ is the dimension of $V T$, the range of $T$, over $F$.

We denote the rank of $T$ by $r(T)$. At one end of the spectrum, if $r(T)=$ $\operatorname{dim} V, T$ is regular (and so, not at all singular). At the other end, if $r(T)=0$, then $T=0$ and so $T$ is as singular as it can possibly be. The rank, as a function on $A(V)$, is an important function, and we now investigate some of its properties.

LEMMA 6.1.3 If $V$ is finite-dimensional over $F$ then for $S, T \in A(V)$.

1. $r(S T) \leq r(T)$;
2. $r(T S) \leq r(T)$;
(and so, $r(S T) \leq \min \{r(T), r(S)\})$
3. $r(S T)=r(T S)=r(T)$ for $S$ regular in $A(V)$.

Proof. We go through 1, 2, and 3 in order.

1. Since $V S \subset V, V(S T)=(V S) T \subset V T$, whence, by Lemma 4.2.6, $\operatorname{dim}(V(S T)) \leq \operatorname{dim} V T$; that is, $r(S T) \leq r(T)$.
2. Suppose that $r(T)=m$. Therefore, $V T$ has a basis of $m$ elements, $w_{1}, w_{2}, \ldots, w_{m}$. But then $(V T) S$ is spanned by $w_{1} S, w_{2} S, \ldots, w_{m} S$, hence has dimension at most $m$. Since $r(T S)=\operatorname{dim}(V(T S))=\operatorname{dim}((V T) S) \leq$ $m=\operatorname{dim} V T=r(T)$, part 2 is proved.
3. If $S$ is invertible then $V S=V$, whence $V(S T)=(V S) T=V T$. Thereby, $r(S T)=\operatorname{dim}(V(S T))=\operatorname{dim}(V T)=r(T)$. On the other hand, if $V T$ has $w_{1}, \ldots, w_{m}$ as a basis, the regularity of $S$ implies that $w_{1} S, \ldots$, $w_{m} S$ are linearly independent. (Prove!) Since these span $V(T S)$ they form a basis of $V(T S)$. But then $r(T S)=\operatorname{dim}(V(T S))=\operatorname{dim}(V T)=r(T)$.

COROLLARY If $T \in A(V)$ and if $S \in A(V)$ is regular, then $r(T)=r\left(S T S^{-1}\right)$.
Proof. By part 3 of the lemma, $r\left(S T S^{-1}\right)=r\left(S\left(T S^{-1}\right)\right)=r\left(\left(T S^{-1}\right) S\right)=$ $r(T)$.

## Problems

In all problems, unless stated otherwise, $V$ will denote a finite-dimensional vector space over a field $F$.

1. Prove that $S \in A(V)$ is regular if and only if whenever $v_{1}, \ldots, v_{n} \in V$ are linearly independent, then $v_{1} S, v_{2} S, \ldots, v_{n} S$ are also linearly independent.
2. Prove that $T \in A(V)$ is completely determined by its values on a basis of $V$.
3. Prove Lemma 6.1.1 even when ${ }^{\prime} A$ does not have a unit element.
4. If $A$ is the field of complex numbers and $F$ is the field of real numbers, then $A$ is an algebra over $F$ of dimension 2. For $a=\alpha+\beta i$ in $A$, compute the action of $T_{a}$ (see Lemma 6.1.1) on a basis of $A$ over $F$.
5. If $V$ is two-dimensional over $F$ and $A=A(V)$, write down a basis of $A$ over $F$ and compute $T_{a}$ for each $a$ in this basis.
6. If $\operatorname{dim}_{F} V>1$ prove that $A(V)$ is not commutative.
7. In $A(V)$ let $Z=\{T \in A(V) \mid S T=T S$ for all $S \in A(V)\}$. Prove that
$Z$ merely consists of the multiples of the unit element of $A(V)$ by the elements of $F$.
*8. If $\operatorname{dim}_{F}(V)>1$ prove that $A(V)$ has no two-sided ideals other than (0) and $A(V)$.
**9. Prove that the conclusion of Problem 8 is false if $V$ is not finitedimensional over $F$.
8. If $V$ is an arbitrary vector space over $F$ and if $T \in A(V)$ is both right- and left-invertible, prove that the right inverse and left inverse must be equal. From this, prove that the inverse of $T$ is unique.
9. If $V$ is an arbitrary vector space over $F$ and if $T \in A(V)$ is rightinvertible with a unique right inverse, prove that $T$ is invertible.
10. Prove that the regular elements in $A(V)$ form a group.
11. If $F$ is the field of integers modulo 2 and if $V$ is two-dimensional over $F$, compute the group of regular elements in $A(V)$ and prove that this group is isomorphic to $S_{3}$, the symmetric group of degree 3 .
*14. If $F$ is a finite field with $q$ elements, compute the order of the group of regular elements in $A(V)$ where $V$ is two-dimensional over $F$.
*15. Do Problem 14 if $V$ is assumed to be $n$-dimensional over $F$.
*16. If $V$ is finite-dimensional, prove that every element in $A(V)$ can be written as a sum of regular elements.
12. An element $E \in A(V)$ is called an idempotent if $E^{2}=E$. If $E \in A(V)$ is an idempotent, prove that $V=V_{0} \oplus V_{1}$ where $v_{0} E=0$ for all $v_{0} \in V_{0}$ and $v_{1} E=v_{1}$ for all $v_{1} \in V_{1}$.
13. If $T \in A_{F}(V), F$ of characteristic not 2 , satisfies $T^{3}=T$, prove that $V=V_{0} \oplus V_{1} \oplus V_{2}$ where
(a) $v_{0} \in V_{0}$ implies $v_{0} T=0$.
(b) $v_{1} \in V_{1}$ implies $v_{1} T=v_{1}$.
(c) $v_{2} \in V_{2}$ implies $v_{2} T=-v_{2}$.
*19. If $V$ is finite-dimensional and $T \neq 0 \in A(V)$, prove that there is an $S \in A(V)$ such that $E=T S \neq 0$ is an idempotent.
14. The element $T \in A(V)$ is called nilpotent if $T^{m}=0$ for some $m$. If $T$ is nilpotent and if $v T=\alpha v$ for some $v \neq 0$ in $V$, with $\alpha \in F$, prove that $\alpha=0$.
15. If $T \in A(V)$ is nilpotent, prove that $\alpha_{0}+\alpha_{1} T+\alpha_{2} T^{2}+\cdots+$ $\alpha_{k} T^{k}$ is regular, provided that $\alpha_{0} \neq 0$.
16. If $A$ is a finite-dimensional algebra over $F$ and if. $a \in A$, prove that for some integer $k>0$ and some polynomial $p(x) \in F[x], a^{k}=$ $a^{k+1} p(a)$.
17. Using the result of Problem 22, prove that for $a \in A$ there is a polynomial $q(x) \in F[x]$ such that $a^{k}=a^{2 k} q(a)$.
18. Using the result of Problem 23, prove that given $a \in A$ either $a$ is nilpotent or there is an element $b \neq 0$ in $A$ of the form $b=a h(a)$, where $h(x) \in F[x]$, such that $b^{2}=b$.
19. If $A$ is an algebra over $F$ (not necessarily finite-dimensional) and if for $a \in A, a^{2}-a$ is nilpotent, prove that either $a$ is nilpotent or there is an element $b$ of the form $b=a h(a) \neq 0$, where $h(x) \in F[x]$, such that $b^{2}=b$.
*26. If $T \neq 0 \in A(V)$ is singular, prove that there is an element $S \in A(V)$ such that $T S=0$ but $S T \neq 0$.
20. Let $V$ be two-dimensional over $F$ with basis $v_{1}, v_{2}$. Suppose that $T \in A(V)$ is such that $v_{1} T=\alpha v_{1}+\beta v_{2}, v_{2} T=\gamma v_{1}+\delta v_{2}$, where $\alpha, \beta, \gamma, \delta \in F$. Find a nonzero polynomial in $F[x]$ of degree 2 satisfied by $T$.
21. If $V$ is three-dimensional over $F$ with basis $v_{1}, v_{2}, v_{3}$ and if $T \in A(V)$ is such that $v_{i} T=\alpha_{i 1} \nu_{1}+\alpha_{i 2} v_{2}+\alpha_{i 3} v_{3}$ for $i=1,2,3$, with all $\alpha_{i j} \in F$, find a polynomial of degree 3 in $F[x]$ satisfied by $T$.
22. Let $V$ be $n$-dimensional over $F$ with a basis $v_{1}, \ldots, v_{n}$. Suppose that $T \in A(V)$ is such that

$$
\begin{aligned}
& v_{1} T=v_{2}, v_{2} T=v_{3}, \ldots, v_{n-1} T=v_{n}, \\
& v_{n} T=-\alpha_{n} v_{1}-\alpha_{n-1} v_{2}-\cdots-\alpha_{1} v_{n},
\end{aligned}
$$

where $\alpha_{1}, \ldots, \alpha_{n} \in F$. Prove that $T$ satisfies the polynomial

$$
p(x)=x^{n}+\alpha_{1} x^{n-1}+\alpha_{2} x^{n-2}+\cdots+\alpha_{n} \text { over } F .
$$

30. If $T \in A(V)$ satisfies a polynomial $q(x) \in F[x]$, prove that for $S \in$ $A(V), S$ regular, $S T S^{-1}$ also satisfies $q(x)$.
31. (a) If $F$ is the field of rational numbers and if $V$ is three-dimensional over $F$ with a basis $v_{1}, v_{2}, v_{3}$, compute the rank of $T \in A(V)$ defined by

$$
\begin{aligned}
& v_{1} T=v_{1}-v_{2}, \\
& v_{2} T=v_{1}+v_{3}, \\
& v_{3} T=v_{2}+v_{3} .
\end{aligned}
$$

(b) Find a vector $v \in V, v \neq 0$. such that $v T=0$.
32. Prove that the range of $T$ and $U=\{v \in V \mid v T=0\}$ are subspaces of $V$.
33. If $T \in A(V)$, let $V_{0}=\left\{v \in V \mid v T^{k}=0\right.$ for some $\left.k\right\}$. Prove that $V_{0}$ is a subspace and that if $v T^{m} \in V_{0}$, then $v \in V_{0}$.
34. Prove that the minimal polynomial of $T$ over $F$ divides all polynomials satisfied by $T$ over $F$.
35. If $n(T)$ is the dimension of the $U$ of Problem 32 prove that $r(T)+$ $n(T)=\operatorname{dim} V$.

### 6.2 Characteristic Roots

For the rest of this chapter our interest will be limited to linear transformations on finite-dimensional vector spaces. Thus, henceforth, $V$ will always denote a finite-dimensional vector space over a field $F$.

The algebra $A(V)$ has a unit element; for ease of notation we shall write this as 1 , and by the symbol $\lambda-T$, for $\lambda \in F, T \in A(V)$ we shall mean $\lambda 1-T$.

DEFINITION If $T \in A(V)$ then $\lambda \in F$ is called a characteristic root (or eigenvalue) of $T$ if $\lambda-T$ is singular.

We wish to characterize the property of being a characteristic root in the behavior of $T$ on $V$. We do this in

THEOREM 6.2.1 The element $\lambda \in F$ is a characteristic root of $T \in A(V)$ if and only if for some $v \neq 0$ in $V, v T=\lambda v$.

Proof. If $\lambda$ is a characteristic root of $T$ then $\lambda-T$ is singular, whence, by Theorem 6.1.3, there is a vector $v \neq 0$ in $V$ such that $v(\lambda-T)=0$. But then $\lambda v=v T$.

On the other hand, if $v T=\lambda v$ for some $v \neq 0$ in $V$, then $v(\lambda-T)=0$, whence, again by Theorem 6.1.3, $\lambda-T$ must be singular, and so, $\lambda$ is a characteristic root of $T$.

LEMMA 6.2.1 If $\lambda \in F$ is a characteristic root of $T \in A(V)$, then for any polynomial $q(x) \in F[x], q(\lambda)$ is a characteristic root of $q(T)$.

Proof. Suppose that $\lambda \in F$ is a characteristic root of $T$. By Theorem 6.2.1, there is a nonzero vector $v$ in $V$ such that $v T=\lambda v$. What about $v T^{2}$ ?

Now $v T^{2}=(\lambda v) T=\lambda(v T)=\lambda(\lambda v)=\lambda^{2} v$. Continuing in this way, we obtain that $v T^{k}=\lambda^{k} v$ for all positive integers $k$. If $q(x)=\alpha_{0} x^{m}+$ $\alpha_{1} x^{m-1}+\cdots+\alpha_{m}, \alpha_{i} \in F$, then $q(T)=\alpha_{0} T^{m}+\alpha_{1} T^{m-1}+\cdots+\alpha_{m}$, whence $v q(T)=v\left(\alpha_{0} T^{m}+\alpha_{1} T^{m-1}+\cdots+\alpha_{m}\right)=\alpha_{0}\left(v T^{m}\right)+\alpha_{1}\left(v T^{m-1}\right)+$ $\cdots+\alpha_{m} v=\left(\alpha_{0} \lambda^{m}+\alpha_{1} \lambda^{m-1}+\cdots+\alpha_{m}\right) v=q(\lambda) v$ by the remark made above. Thus $v(q(\lambda)-q(T))=0$, hence, by Theorem 6.2.1, $q(\lambda)$ is a characteristic root of $q(T)$.

As immediate consequence of Lemma 6.2.1, in fact as a mere special case (but an extremely important one), we have

THEOREM 6.2.2 If $\lambda \in F$ is a characteristic root of $T \in A(V)$, then $\lambda$ is a root of the minimal polynomial of $T$. In particular, $T$ only has a finite number of characteristic roots in $F$.

Proof. Let $p(x)$ be the minimal polynomial over $F$ of $T$; thus $p(T)=0$. If $\lambda \in F$ is a characteristic root of $T$, there is a $v \neq 0$ in $V$ with $v T=\lambda v$. As in the proof of Lemma 6.2.1, $v p(T)=p(\lambda) v$; but $p(T)=0$, which thus implies that $p(\lambda) v=0$. Since $v \neq 0$, by the properties of a vector space, we must have that $p(\lambda)=0$. Therefore, $\lambda$ is a root of $p(x)$. Since $\boldsymbol{p}(\boldsymbol{x})$ has only a finite number of roots (in fact, since $\operatorname{deg} p(x) \leq n^{2}$ where $n=\operatorname{dim}_{F} V, p(x)$ has at most $n^{2}$ roots) in $F$, there can only be a finite number of characteristic roots of $T$ in $F$.

If $T \in A(V)$ and if $S \in A(V)$ is regular, then $\left(S T S^{-1}\right)^{2}=S T S^{-1} S T S^{-1}=$ $S T^{2} S^{-1},\left(S T S^{-1}\right)^{3}=S T^{3} S^{-1}, \ldots,\left(S T S^{-1}\right)^{i}=S T^{i} S^{-1}$. Consequently, for any $q(x) \in F[x], q\left(S T S^{-1}\right)=S q(T) S^{-1}$. In particular, if $q(T)=0$, then $q\left(S T S^{-1}\right)=0$. Thus if $p(x)$ is the minimal polynomial for $T$, then it follows easily that $p(x)$ is also the minimal polynomial for $S T S^{-1}$. We have proved

LEMMA 6.2.2 If $T, S \in A(V)$ and if $S$ is regular, then $T$ and $S T S^{-1}$ have the same minimal polynomial.

DEFINITION The element $0 \neq v \in V$ is called a characteristic vector of $T$ belonging to the characteristic root $\lambda \in F$ if $v T=\lambda v$.

What relation, if any, must exist between characteristic vectors of $T$ belonging to different characteristic roots? This is answered in

THEOREM 6.2.3 If $\lambda_{1}, \ldots, \lambda_{k}$ in $F$ are distinct characteristic roots of $T \in$ $A(V)$ and if $v_{1}, \ldots, v_{k}$ are characteristic vectors of $T$ belonging to $\lambda_{1}, \ldots, \lambda_{k}$, respectively, then $v_{1}, \ldots, v_{k}$ are linearly independent over $F$.

Proof. For the theorem to require any proof, $k$ must be larger than 1 ; so we suppose that $k>1$.

If $v_{1}, \ldots, v_{k}$ are linearly dependent over $F$, then there is a relation of the form $\alpha_{1} v_{1}+\cdots+\alpha_{k} v_{k}=0$, where $\alpha_{1}, \ldots, \alpha_{k}$ are all in $F$ and not all of them are 0 . In all such relations, there is one having as few nonzero coefficients as possible. By suitably renumbering the vectors, we can assume this shortest relation to be

$$
\begin{equation*}
\beta_{1} v_{1}+\cdots+\beta_{j} v_{j}=0, \quad \beta_{1} \neq 0, \ldots, \beta_{j} \neq 0 \tag{1}
\end{equation*}
$$

We know that $v_{i} T=\lambda_{i} v_{i}$, so, applying $T$ to equation (1), we obtain

$$
\begin{equation*}
\lambda_{1} \beta_{1} v_{1}+\cdots+\lambda_{j} \beta_{j} v_{j}=0 \tag{2}
\end{equation*}
$$

Multiplying equation (1) by $\lambda_{1}$ and subtracting from equation (2), we obtain

$$
\left(\lambda_{2}-\lambda_{1}\right) \beta_{2} v_{2}+\cdots+\left(\lambda_{j}-\lambda_{1}\right) \beta_{j} v_{j}=0
$$

Now $\lambda_{i}-\lambda_{1} \neq 0$ for $i>1$, and $\beta_{i} \neq 0$, whence $\left(\lambda_{i}-\lambda_{1}\right) \beta_{i} \neq 0$. But then we have produced a shorter relation than that in (1) between $v_{1}$, $v_{2}, \ldots, v_{k}$. This contradiction proves the theorem.

COROLLARY 1 If $T \in A(V)$ and if $\operatorname{dim}_{F} V=n$ then $T$ can have at most $n$ distinct characteristic roots in $F$.

Proof. Any set of linearly independent vectors in $V$ can have at most $n$ elements. Since any set of distinct characteristic roots of $T$, by Theorem 6.2.3, gives rise to a corresponding set of linearly independent characteristic vectors, the corollary follows.

COROLLARY 2 If $T \in A(V)$ and if $\operatorname{dim}_{F} V=n$, and if $T$ has $n$ distinct characteristic roots in $F$, then there is a basis of $V$ over $F$ which consists of characteristic vectors of $T$.

We leave the proof of this corollary to the reader. Corollary 2 is but the first of a whole class of theorems to come which will specify for us that a given linear transformation has a certain desirable basis of the vector space on which its action is easily describable.

## Problems

In all the problems $V$ is a vector space over $F$.

1. If $T \in A(V)$ and if $q(x) \in F[x]$ is such that $q(T)=0$, is it true that every root of $q(x)$ in $F$ is a characteristic root of $T$ ? Either prove that this is true or give an example to show that it is false.
2. If $T \in A(V)$ and if $p(x)$ is the minimal polynomial for $T$ over $F$, suppose that $p(x)$ has all its roots in $F$. Prove that every root of $p(x)$ is a characteristic root of $T$.
3. Let $V$ be two-dimensional over the field $F$, of real numbers, with a basis $v_{1}, v_{2}$. Find the characteristic roots and corresponding characteristic vectors for $T$ defined by
(a) $v_{1} T=v_{1}+v_{2}, \quad v_{2} T=v_{1}-v_{2}$.
(b) $v_{1} T=5 v_{1}+6 v_{2}, \quad v_{2} T=-7 v_{2}$.
(c) $v_{1} T=v_{1}+2 v_{2}, \quad v_{2} T=3 v_{1}+6 v_{2}$.
4. Let $V$ be as in Problem 3, and suppose that $T \in A(V)$ is such that $v_{1} T=\alpha v_{1}+\beta v_{2}, v_{2} T=\gamma v_{1}+\delta v_{2}$, where $\alpha, \beta, \gamma, \delta$ are in $F$.
(a) Find necessary and sufficient conditions that 0 be a characteristic root of $T$ in terms of $\alpha, \beta, \gamma, \delta$.
(b) In terms of $\alpha, \beta, \gamma, \delta$ find necessary and sufficient conditions that $T$ have two distinct characteristic roots in $F$.
5. If $V$ is two-dimensional over a field $F$ prove that every element in $A(V)$ satisfies a polynomial of degree 2 over $F$.
*6. If $V$ is two-dimensional over $F$ and if $S, T \in A(V)$, prove that $(S T-T S)^{2}$ commutes with all elements of $A(V)$.
6. Prove Corollary 2 to Theorem 6.2.3.
7. If $V$ is $n$-dimensional over $F$ and $T \in A(V)$ is nilpotent (i.e., $T^{k}=0$ for some $k$ ), prove that $T^{n}=0$. (Hint : If $v \in V$ use the fact that $v, v T$, $v T^{2}, \ldots, v T^{n}$ must be linearly dependent over $F$.)

### 6.3 Matrices

Although we have been discussing linear transformations for some-time, it has always been in a detached and impersonal way; to us a linear transformation has been a symbol (very often $T$ ) which acts in a certain way on a vector space. When one gets right down to it, outside of the few concrete examples encountered in the problems, we have really never come face to face with specific linear transformations. At the same time it is clear that if one were to pursue the subject further there would often arise the need of making a thorough and detailed study of a given linear transformation. To mention one precise problem, presented with a linear transformation (and suppose, for the moment, that we have a means of recognizing it), how does one go about, in a "practical" and computable way, finding its characteristic roots?
What we seek first is a simple notation, or, perhaps more accurately, representation, for linear transformations. We shall accomplish this by use of a particular basis of the vector space and by use of the action of a linear transformation on this basis. Once this much is achieved, by means of the operations in $A(V)$ we can induce operations for the symbols created, making of them an algebra. This new object, infused with an algebraic life of its own, can be studied as a mathematical entity having an interest by itself. This study is what comprises the subject of matrix theory.
However, to ignore the source of these matrices, that is, to investigate the tet of symbols independently of what they represent, can be costly, for we Would be throwing away a great deal of useful information. Instead we hall always use the interplay between the abstract, $A(V)$, and the concrete, he matrix algebra, to obtain information one about the other.
Let $V$ be an $n$-dimensional vector space over a field $F$ and let $v_{1}, \ldots, v_{n}$ a basis of $V$ over $F$. If $T \in A(V)$ then $T$ is determined on any vector as on as we know its action on a basis of $V$. Since $T$ maps $V$ into $V, v_{1} T$,
$v_{2} T, \ldots, v_{n} T$ must all be in $V$. As elements of $V$, each of these is realizable in a unique way as a linear combination of $v_{1}, \ldots, v_{n}$ over $F$. Thus

$$
\begin{aligned}
& v_{1} T=\alpha_{11} v_{1}+\alpha_{12} v_{2}+\cdots+\alpha_{1 n} v_{n} \\
& v_{2} T=\alpha_{21} v_{1}+\alpha_{22} v_{2}+\cdots+\alpha_{2 n} v_{n} \\
& v_{i} T=\alpha_{i 1} v_{1}+\alpha_{i 2} v_{2}+\cdots+\alpha_{i n} v_{n} \\
& \vdots \\
& v_{n} T=\alpha_{n 1} v_{1}+\alpha_{n 2} v_{2}+\cdots+\alpha_{n n} v_{n}
\end{aligned}
$$

where each $\alpha_{i j} \in F$. This system of equations can be written more compactly as

$$
v_{i} T=\sum_{j=1}^{n} \alpha_{i j} v_{j}, \quad \text { for } \quad i=1,2, \ldots, n
$$

The ordered set of $n^{2}$ numbers $\alpha_{i j}$ in $F$ completely describes $T$. They will serve as the means of representing $T$.

DEFINITION Let $V$ be an $n$-dimensioned vector space over $F$ and let $v_{1}, \ldots, v_{n}$ be a basis for $V$ over $F$. If $T \in A(V)$ then the matrix of $T$ in the basis $v_{1}, \ldots, v_{n}$, written as $m(T)$, is

$$
m(T)=\left(\begin{array}{llll}
\alpha_{11} & \alpha_{12} & \cdots & \alpha_{1 n} \\
\alpha_{21} & \alpha_{22} & \cdots & \alpha_{2 n} \\
\vdots & \vdots & & \vdots \\
\alpha_{n 1} & \alpha_{n 2} & \cdots & \alpha_{n n}
\end{array}\right)
$$

where $v_{i} T=\sum_{j} \alpha_{i j} v_{j}$.
A matrix then is an ordered, square array of elements of $F$, with, as yet, no further properties, which represents the effect of a linear transformation on a given basis.

Let us examine an example. Let $F$ be a field and let $V$ be the set of all polynomials in $x$ of degree $n-1$ or less over $F$. On $V$ let $D$ be defined by $\left(\beta_{0}+\beta_{1} x+\cdots+\beta_{n-1} x^{n-1}\right) D=\beta_{1}+2 \beta_{2} x+\cdots+i \beta_{i} x^{i-1}+\cdots+$ $(n-1) \beta_{n-1} x^{n-2}$. It is trivial that $D$ is a linear transformation on $V$; in fact, it is merely the differentiation operator.

What is the matrix of $D$ ? The questions is meaningless unless we specify a basis of $V$. Let us first compute the matrix of $D$ in the basis $v_{1}=1$, $v_{2}=x, v_{3}=x^{2}, \ldots, v_{i}=x^{i-1}, \ldots, v_{n}=x^{n-1}$. Now,

$$
v_{1} D=1 D=0=0 v_{1}+0 v_{2}+\cdots+0 v_{n}
$$

$$
v_{2} D=x D=1=1 v_{1}+0 v_{2}+\cdots+0 v_{n}
$$

$$
v_{i} D=x^{i-1} D=(i-1) x^{y-2}
$$

$$
=0 v_{1}+0 v_{2}+\cdots+0 v_{i-2}+(i-1) v_{i-1}+0 v_{i}
$$

$$
+\cdots+0 v_{n}
$$

$$
v_{n} D=x^{n-1} D=(n-1) x^{n-2}
$$

$$
=0 v_{1}+0 v_{2}+\cdots+0 v_{n-2}+(n-1) v_{n-1}+0 v_{n}
$$

Going back to the very definition of the matrix of a linear transformation in a given basis, we see the matrix of $D$ in the basis $v_{1}, \ldots, v_{n}, m_{1}(D)$, is in fact

$$
m_{1}(D)=\left(\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & 0 \\
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 2 & 0 & \ldots & 0 & 0 \\
0 & 0 & 3 & \ldots & 0 & 0 \\
0 & 0 & 0 & \ldots & (n-1) & 0
\end{array}\right)
$$

However, there is nothing special about the basis we just used, or in how we numbered its elements. Suppose we merely renumber the elements of this basis; we then get an equally good basis $w_{1}=x^{n-1}, w_{2}=x^{n-2}, \ldots$, $w_{i}=x^{n-i}, \ldots, w_{n}=1$. What is the matrix of the same linear transformation $D$ in this basis? Now,

$$
\begin{aligned}
& w_{1} D=x^{n-1} D=(n-1) x^{n-2} \\
&=0 w_{1}+(n-1) w_{2}+0 w_{3}+\cdots+0 w_{n} \\
& \vdots \\
& w_{i} D=x^{n-i} D=(n-i) x^{n-i-1} \\
&=0 w_{1}+\cdots+0 w_{i}+(n-i) w_{i+1}+0 w_{i+2}+\cdots+0 w_{n} \\
& \vdots \\
& w_{n} D=1 D=0=0 w_{1}+0 w_{2}+\cdots+0 w_{n},
\end{aligned}
$$

whence $m_{2}(D)$, the matrix of $D$ in this basis is

$$
m_{2}(D)=\left(\begin{array}{ccccccc}
0 & (n-1) & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & (n-2) & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & (n-3) & \ldots & 0 & 0 \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots \\
\vdots & & & & & & \\
0 & 0 & 0 & \ldots & \ldots & 0 & 1 \\
0 & 0 & 0 & \ldots & \ldots & 0 & 0
\end{array}\right) .
$$

Before leaving this example, let us compute the matrix of $D$ in still another basis of $V$ over $F$. Let $u_{1}=1, u_{2}=1+x, u_{3}=1+x^{2}, \ldots, u_{n}=1+x^{n-1}$; it is easy to verify that $u_{1}, \ldots, u_{n}$ form a basis of $V$ over $F$. What is the matrix of $D$ in this basis? Since

$$
\begin{aligned}
u_{1} D & =1 D=0=0 u_{1}+0 u_{2}+\cdots+0 u_{n} \\
u_{2} D & =(1+x) D=1=1 u_{1}+0 u_{2}+\cdots+0 u_{n} \\
u_{3} D & =\left(1+x^{2}\right) D=2 x=2\left(u_{2}-u_{1}\right)=-2 u_{1}+2 u_{2}+0 u_{3}+\cdots+0 u_{n} \\
u_{n} D & =\left(1+x^{n-1}\right) D=(n-1) x^{n-2}=(n-1)\left(u_{n}-u_{1}\right) \\
u_{n} D & =-(n-1) u_{1}+0 u_{2}+\cdots+0 u_{n-2}+(n-1) u_{n-1}+0 u_{n} .
\end{aligned}
$$

The matrix, $m_{3}(D)$, of $D$ in this basis is

$$
m_{3}(D)=\left(\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & 0 \\
1 & 0 & 0 & \ldots & 0 & 0 \\
-2 & 2 & 0 & \ldots & 0 & 0 \\
-3 & 0 & 3 & \ldots & 0 & 0 \\
. & . & . & \ldots & 0 & 0 \\
\vdots & . & . & \ldots & 0 & 0 \\
-(n-1) & 0 & 0 & \ldots & (n-1) & 0
\end{array}\right) .
$$

By the example worked out we see that the matrices of $D$, for the three bases used, depended completely on the basis. Although different from each other, they still represent the same linear transformation, $D$, and we could reconstruct $D$ from any of them if we knew the basis used in their determination. However, although different, we might expect that some relationship must hold between $m_{1}(D), m_{2}(D)$, and $m_{3}(D)$. This exact relationship will be determined later.

Since the basis used at any time is completely at our disposal, given a linear transformation $T$ (whose definition, after all, does not depend on any basis) it is natural for us to seek a basis in which the matrix of $T$ has a particularly nice form. For instance, if $T$ is a linear transformation on $V$, which is $n$-dimensional over $F$, and if $T$ has $n$ distinct characteristic roots $\lambda_{1}, \ldots, \lambda_{n}$ in $F$, then by Corollary 2 to Theorem 6.2 .3 we can find a basis $v_{1}, \ldots, v_{n}$ of $V$ over $F$ such that $v_{i} T=\lambda_{i} v_{i}$. In this basis $T$ has as matrix the especially simple matrix,

$$
m(T)=\left(\begin{array}{ccccc}
\lambda_{1} & 0 & 0 & \ldots & 0 \\
0 & \lambda_{2} & 0 & \ldots & 0 \\
. & . & . & & . \\
. & . & & . & . \\
0 & 0 & . & \ldots & \lambda_{n}
\end{array}\right)
$$

We have seen that once a basis of $V$ is picked, to every linear transformation we can associate a matrix. Conversely, having picked a fixed basis $v_{1}, \ldots, v_{n}$ of $V$ over $F$, a given matrix

$$
\left(\begin{array}{lll}
\alpha_{11} & \cdots & \alpha_{1 n} \\
\vdots & & \vdots \\
\alpha_{n 1} & \cdots & \alpha_{n n}
\end{array}\right), \quad \alpha_{i j} \in F
$$

gives rise to a linear transformation $T$ defined on $V$ by $v_{i} T=\sum_{j} \alpha_{i j} v_{j}$ on this basis. Notice that the matrix of the linear transformation $T$, just constructed, in the basis $v_{1}, \ldots, v_{n}$ is exactly the matrix with which we started. Thus every possible square array serves as the matrix of some linear transformation in the basis $v_{1}, \ldots, v_{n}$.

It is clear what is intended by the phrase the first row, second row,..., of a matrix, and likewise by the first column, second column, .... In the matrix

$$
\left(\begin{array}{ccc}
\alpha_{11} & \cdots & \alpha_{1 n} \\
\vdots & & \vdots \\
\alpha_{n 1} & \cdots & \alpha_{n n}
\end{array}\right),
$$

the element $\alpha_{i j}$ is in the $i$ th row and $j$ th column; we refer to it as the $(i, j)$ entry of the matrix.

To write out the whole square array of a matrix is somewhat awkward; instead we shall always write a matrix as $\left(\alpha_{i j}\right)$; this indicates that the $(i, j)$ entry of the matrix is $\alpha_{i j}$.

Suppose that $V$ is an $n$-dimensional vector space over $F$ and $v_{1}, \ldots, v_{n}$ is a basis of $V$ over $F$ which will remain fixed in the following discussion. Suppose that $S$ and $T$ are linear transformations on $V$ over $F$ having matrices $m(S)=\left(\sigma_{i j}\right), m(T)=\left(\tau_{i j}\right)$, respectively, in the given basis. Our objective is to transfer the algebraic structure of $A(V)$ to the set of matrices having entries in $F$.

To begin with, $S=T$ if and only if $v S=v T$ for any $v \in V$, hence, if and only if $v_{i} S=v_{i} T$ for any $v_{1}, \ldots, v_{n}$ forming a basis of $V$ over $F$. Equivalently, $S=T$ if and only if $\sigma_{i j}=\tau_{i j}$ for each $i$ and $j$.
Given that $m(S)=\left(\sigma_{i j}\right)$ and $m(T)=\left(\tau_{i j}\right)$, can we explicitly write down $m(S+T)$ ? Because $m(S)=\left(\sigma_{i j}\right), v_{i} S=\sum_{j} \sigma_{i j} v_{j}$; likewise, $v_{i} T=\sum_{j} \tau_{i j} v_{j}$, whence

$$
v_{i}(S+T)=v_{i} S+v_{i} T=\sum_{j} \sigma_{i j} v_{j}+\sum_{j} \tau_{i j} v_{j}=\sum_{j}\left(\sigma_{i j}+\tau_{i j}\right) v_{j}
$$

But then, by what is meant by the matrix of a linear transformation in a given basis, $m(S+T)=\left(\lambda_{i j}\right)$ where $\lambda_{i j}=\sigma_{i j}+\tau_{i j}$ for every $i$ and $j$. A computation of the same kind shows that for $\gamma \in F, m(\gamma S)=\left(\mu_{i j}\right)$ where $\mu_{i j}=\gamma \sigma_{i j}$ for every $i$ and $j$.
The most interesting, and complicated, computation is that of $m(S T)$. Now

$$
v_{i}(S T)=\left(v_{i} S\right) T=\left(\sum_{k} \sigma_{i k} v_{k}\right) T=\sum_{k} \sigma_{i k}\left(v_{k} T\right) .
$$

However, $v_{k} T=\sum_{j} \tau_{k j} v_{j}$; substituting in the above formula yields

$$
v_{i}(S T)=\sum_{k} \sigma_{i k}\left(\sum_{j} \tau_{k j} v_{j}\right)=\sum_{j}\left(\sum_{k} \sigma_{i k} \tau_{k j}\right) v_{j} .
$$

$\stackrel{(P r o v e!)}{\Sigma}$ Therefore, $m(S T)=\left(v_{i j}\right)$, where for each $i$ and $j, v_{i j}=$ $\Sigma_{k} \sigma_{i k} \tau_{k j}$.

At first glance the rule for computing the matrix of the product of two linear transformations in a given basis seems complicated. However, note that the $(i, j)$ entry of $m(S T)$ is obtained as follows: Consider the rows of $S$ as vectors and the columns of $T$ as vectors; then the $(i, j)$ entry of $m(S T)$ is merely the dot product of the $i$ th row of $S$ with the $j$ th column of $T$.

Let us illustrate this with an example. Suppose that

$$
m(S)=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right)
$$

and

$$
m(T)=\left(\begin{array}{rr}
-1 & 0 \\
2 & 3
\end{array}\right)
$$

the dot product of the first row of $S$ with the first column of $T$ is $(1)(-1)+$ $(2)(2)=3$, whence the $(1,1)$ entry of $m(S T)$ is 3 ; the dot product of the first row of $S$ with the second column of $T$ is $(1)(0)+(2)(3)=6$, whence the $(1,2)$ entry of $m(S T)$ is 6 ; the dot product of the second row of $S$ with the first column of $T$ is $(3)(-1)+(4)(2)=5$, whence the $(2,1)$ entry of $m(S T)$ is 5 ; and, finally the dot product of the second row of $S$ with the second column of $T$ is $(3)(0)+(4)(3)=12$, whence the $(2,2)$ entry of $M(S T)$ is 12. Thus

$$
m(S T)=\left(\begin{array}{rr}
3 & 6 \\
5 & 12
\end{array}\right)
$$

The previous discussion has been intended to serve primarily as a motivation for the constructions we are about to make.

Let $F$ be a field; an $n \times n$ matrix over $F$ will be a square array of elements in $F$,

$$
\left(\begin{array}{llll}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1 n} \\
\vdots & \vdots & & \vdots \\
\alpha_{n 1} & \alpha_{n 2} & \ldots & \alpha_{n n}
\end{array}\right)
$$

(which we write as $\left.\left(\alpha_{i j}\right)\right)$. Let $F_{n}=\left\{\left(\alpha_{i j}\right) \mid \alpha_{i j} \in F\right\}$; in $F_{n}$ we want to introduce the notion of equality of its elements, an addition, scalar multiplication by elements of $F$ and a multiplication so that it becomes an algebra over $F$. We use the properties of $m(T)$ for $T \in A(V)$ as our guide in this.

1. We declare $\left(\alpha_{i j}\right)=\left(\beta_{i j}\right)$, for two matrices in $F_{n}$, if and only if $\alpha_{i j}=$ $\beta_{i j}$ for each $i$ and $j$.
2. We define $\left(\alpha_{i j}\right)+\left(\beta_{i j}\right)=\left(\lambda_{i j}\right)$ where $\lambda_{i j}=\alpha_{i j}+\beta_{i j}$ for every $i, j$.
3. We define, for $\gamma \in F, \gamma\left(\alpha_{i j}\right)=\left(\mu_{i j}\right)$ where $\mu_{i j}=\gamma \alpha_{i j}$ for every $i$ and $j$.
4. We define $\left(\alpha_{i j}\right)\left(\beta_{i j}\right)=\left(v_{i j}\right)$, where, for every $i$ and $j, v_{i j}=\sum_{k} \alpha_{i k} \beta_{k j}$.

Let $V$ be an $n$-dimensional vector space over $F$ and let $v_{1}, \ldots, v_{n}$ be a basis of $V$ over $F$; the matrix, $m(T)$, in the basis $v_{1}, \ldots, v_{n}$ associates with $T \in A(V)$ an element, $m(T)$, in $F_{n}$. Without further ado we claim that the
mapping from $A(V)$ into $F_{n}$ defined by mapping $T$ onto $m(T)$ is an algebra isomorphism of $A(V)$ onto $F_{n}$. Because of this isomorphism, $F_{n}$ is an associative algebra over $F$ (as can also be verified directly). We call $F_{n}$ the algebra of all $n \times n$ matrices over $F$.

Every basis of $V$ provides us with an algebra isomorphism of $A(V)$ onto $\boldsymbol{F}_{n}$. It is a theorem that every algebra isomorphism of $A(V)$ onto $F_{n}$ is so obtainable.
In light of the very specific nature of the isomorphism between $A(V)$ and $F_{n}$, we shall often identify a linear transformation with its matrix, in some basis, and $A(V)$ with $F_{n}$. In fact, $F_{n}$ can be considered as $A(V)$ acting on the vector space $V=F^{(n)}$ of all $n$-tuples over $F$, where for the basis $v_{1}=$ $(1,0, \ldots, 0), \quad v_{2}=(0,1,0, \ldots, 0), \ldots, \quad v_{n}=(0,0, \ldots, 0,1), \quad\left(\alpha_{i j}\right) \in F_{n}$ acts as $v_{i}\left(\alpha_{i j}\right)=i$ th row of $\left(\alpha_{i j}\right)$.

We summarize what has been done in
THEOREM 6.3.1 The set of all $n \times n$ matrices over $F$ form an associative algebra, $F_{n}$, over $F$. If $V$ is an $n$-dimensional vector space over $F$, then $A(V)$ and $F_{n}$ are isomorphic as algebras over $F$. Given any basis $v_{1}, \ldots, v_{n}$ of $V$ over $F$, if for $T \in A(V), m(T)$ is the matrix of $T$ in the basis $\psi_{1}, \ldots v_{n}$, the mapping $T \rightarrow m(T)$ provides an algebra isomorphism of $A(V)$ onto $F_{n}$.

The zero under addition in $F_{n}$ is the zero-matrix all of whose entries are 0 ; we shall often write it merely as 0 . The unit matrix, which is the unit element of $F_{n}$ under multiplication, is the matrix whose diagonal entries are 1 and whose entries elsewhere are 0 ; we shall write it as $I, I_{n}$ (when we wish to emphasize the size of matrices), or merely as 1 . For $\alpha \in F$, the matrices

$$
\alpha I=\left(\begin{array}{ll}
\alpha & \\
& \ddots \\
& \\
& \alpha
\end{array}\right)
$$

(blank spaces indicate only 0 entries) are called scalar matrices. Because of the isomorphism between $A(V)$ and $F_{n}$, it is clear that $T \in A(V)$ is invertible if and only if $m(T)$, as a matrix, has an inverse in $F_{n}$.

Given a linear transformation $T \in A(V)$, if we pick two bases, $v_{1}, \ldots, v_{n}$ and $w_{1}, \ldots, w_{n}$ of $V$ over $F$, each gives rise to a matrix, namely, $m_{1}(T)$ and $m_{2}(T)$, the matrices of $T$ in the bases $v_{1}, \ldots, v_{n}$ and $w_{1}, \ldots, w_{n}$, respectively. As matrices, that is, as elements of the matrix algebra $F_{n}$, what is the relationship between $m_{1}(T)$ and $m_{2}(T)$ ?

THEOREM 6.3.2 If $V$ is $n$-dimensional over $F$ and if $T \in A(V)$ has the matrix $m_{1}(T)$ in the basis $v_{1}, \ldots, v_{n}$ and the matrix $m_{2}(T)$ in the basis $w_{1}, \ldots, w_{n}$ of $V$ over $F$, then there is an element $C \in F_{n}$ such that $m_{2}(T)=C m_{1}(T) C^{-1}$.

In fact, if $S$ is the linear transformation of $V$ defined by $v_{i} S=w_{i}$ for $i=1,2, \ldots, n$, then $C$ can be chosen to be $m_{1}(S)$.

Proof. Let $m_{1}(T)=\left(\alpha_{i j}\right)$ and $m_{2}(T)=\left(\beta_{i j}\right)$; thus $v_{i} T=\sum_{j} \alpha_{i j} v_{j}$, $w_{i} T=\sum_{j} \beta_{i j} w_{j}$.

Let $S$ be the linear transformation on $V$ defined by $v_{i} S=w_{i}$. Since $v_{1}, \ldots, v_{n}$ and $w_{1}, \ldots, w_{n}$ are bases of $V$ over $F, S$ maps $V$ onto $V$, hence, by Theorem 6.1.4, $S$ is invertible in $A(V)$.

Now $w_{i} T=\sum_{j} \beta_{i j} w_{j}$; since $w_{i}=v_{i} S$, on substituting this in the expression for $w_{i} T$ we obtain $\left(v_{i} S\right) T=\sum_{j} \beta_{i j}\left(v_{j} S\right)$. But then $v_{i}(S T)=$ $\left(\sum_{j} \beta_{i j} v_{j}\right) S$; since $S$ is invertible, this further simplifies to $v_{i}\left(S T S^{-1}\right)=$ $\sum_{j} \beta_{i j} v_{j}$. By the very definition of the matrix of a linear transformation in a given basis, $m_{1}\left(S T S^{-1}\right)=\left(\beta_{i j}\right)=m_{2}(T)$. However, the mapping $T \rightarrow m_{1}(T)$ is an isomorphism of $A(V)$ onto $F_{n}$; therefore, $m_{1}\left(S T S^{-1}\right)=$ $m_{1}(S) m_{1}(T) m_{1}\left(S^{-1}\right)=m_{1}(S) m_{1}(T) m_{1}(S)^{-1}$. Putting the pieces together, we obtain $m_{2}(T)=m_{1}(S) m_{1}(T) m_{1}(S)^{-1}$, which is exactly what is claimed in the theorem.

We illustrate this last theorem with the example of the matrix of $D$, in various bases, worked out earlier. To minimize the computation, suppose that $V$ is the vector space of all polynomials over $F$ of degree 3 or less, and let $D$ be the differentiation operator defined by $\left(\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}+\alpha_{3} x^{3}\right) D=$ $\alpha_{1}+2 \alpha_{2} x+3 \alpha_{3} x^{2}$.

As we saw earlier, in the basis $v_{1}=1, v_{2}=x, v_{3}=x^{2}, v_{4}=x^{3}$, the matrix of $D$ is

$$
m_{1}(D)=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 3 & 0
\end{array}\right)
$$

In the basis $u_{1}=1, u_{2}=1+x, u_{3}=1+x^{2}, u_{4}=1+x^{3}$, the matrix of $D$ is

$$
m_{2}(D)=\left(\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
-2 & 2 & 0 & 0 \\
-3 & 0 & 3 & 0
\end{array}\right)
$$

Let $S$ be the linear transformation of $V$ defined by $v_{1} S=w_{1}\left(=v_{1}\right)$, $v_{2} S=w_{2}=1+x=v_{1}+v_{2}, \quad v_{3} S=w_{3}=1+x^{2}=v_{1}+v_{3}, \quad$ and als $o$ $v_{4} S=w_{4}=1+x^{3}=v_{1}+v_{4}$. The matrix of $S$ in the basis $v_{1}, v_{2}, v_{3}, v_{4}$ is

$$
C=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)
$$

A simple computation shows that

$$
C^{-1}=\left(\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right) \text {. }
$$

Then

$$
\begin{aligned}
C m_{1}(D) C^{-1} & =\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{array}\right)\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & 3 & 0
\end{array}\right)\left(\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
-1 & 1 & 0 & 0 \\
-1 & 0 & 1 & 0 \\
-1 & 0 & 0 & 1
\end{array}\right) \\
& =\left(\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
-2 & 0 & 0 & 0 \\
-3 & 2 & 0 & 0 \\
-3 & 0 & 0
\end{array}\right)=m_{2}(D)
\end{aligned}
$$

as it should be, according to the theorem. (Verify all the computations used!)

The theorem asserts that, knowing the matrix of a linear transformation in any one basis allows us to compute it in any other, as long as we know the linear transformation (or matrix) of the change of basis.

We still have not answered the question: Given a linear transformation, how does one compute its characteristic roots? This will come later. From the matrix of a linear transformation we shall show how to construct a polynomial whose roots are precisely the characteristic roots of the linear transformation.

## Problems

1. Compute the following matrix products:
(a) $\left(\begin{array}{rrr}1 & 2 & 3 \\ 1 & -1 & 2 \\ 3 & 4 & 5\end{array}\right)\left(\begin{array}{rrr}1 & 0 & 1 \\ 0 & 2 & 3 \\ -1 & -1 & -1\end{array}\right)$.
(b) $\left(\begin{array}{rr}1 & 6 \\ -6 & 1\end{array}\right)\left(\begin{array}{rr}3 & -2 \\ 2 & 3\end{array}\right)$.
(c) $\left(\begin{array}{ccc}\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\ \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\ \frac{1}{3} & \frac{1}{3} & \frac{1}{3}\end{array}\right)^{2}$.
(d) $\left(\begin{array}{rr}1 & 1 \\ -1 & -1\end{array}\right)^{2}$.
2. Verify all the computations made in the example illustrating Theorem 6.3.2.
3. In $F_{n}$ prove directly, using the definitions of sum and product, that
(a) $A(B+C)=A B+A C$;
(b) $(A B) C=A(B C)$;
for $A, B, C \in F_{n}$.
4. In $F_{2}$ prove that for any two elements $A$ and $B,(A B-B A)^{2}$ is a scalar matrix.
5. Let $V$ be the vector space of polynomials of degree 3 or less over $F$. In $V$ define $T$ by $\left(\alpha_{0}+\alpha_{1} x+\alpha_{2} x^{2}+\alpha_{3} x^{3}\right) T=\alpha_{0}+\alpha_{1}(x+1)+$ $\alpha_{2}(x+1)^{2}+\alpha_{3}(x+1)^{3}$. Compute the matrix of $T$ in the basis (a) $1, x, x^{2}, x^{3}$.
(b) $1,1+x, 1+x^{2}, 1+x^{3}$.
(c) If the matrix in part (a) is $A$ and that in part (b) is $B$, find a matrix $C$ so that $B=C A C^{-1}$.
6. Let $V=F^{(3)}$ and suppose that

$$
\left(\begin{array}{rrr}
1 & 1 & 2 \\
-1 & 2 & 1 \\
0 & 1 & 3
\end{array}\right)
$$

is the matrix of $T \in A(V)$ in the basis $v_{1}=(1,0,0), v_{2}=(0,1,0)$, $v_{3}=(0,0,1)$. Find the matrix of $T$ in the basis
(a) $u_{1}=(1,1,1), \quad u_{2}=(0,1,1), \quad u_{3}=(0,0,1)$.
(b) $u_{1}=(1,1,0), \quad u_{2}=(1,2,0), \quad u_{3}=(1,2,1)$.
7. Prove that, given the matrix

$$
A=\left(\begin{array}{rrr}
0 & 1 & 0 \\
0 & 0 & 1 \\
6 & -11 & 6
\end{array}\right) \in F_{3}
$$

(where the characteristic of $F$ is not 2 ), then
(a) $A^{3}-6 A^{2}+11 A-6=0$.
(b) There exists a matrix $C \in F_{3}$ such that

$$
C A C^{-1}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 2 & 0 \\
0 & 0 & 3
\end{array}\right) .
$$

8. Prove that it is impossible to find a matrix $C \in F_{2}$ such that

$$
C\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right) C^{-1}=\left(\begin{array}{ll}
\alpha & 0 \\
0 & \beta
\end{array}\right)
$$

for any $\alpha, \beta \in F$.
9. A matrix $A \in F_{n}$ is said to be a diagonal matrix if all the entries off the main diagonal of $A$ are 0 , i.e., if $A=\left(\alpha_{i j}\right)$ and $\alpha_{i j}=0$ for $i \neq j$. If $A$ is a diagonal matrix all of whose entries on the main diagonal
are distinct, find all the matrices $B \in F_{n}$ which commute with $A$, that is, all matrices $B$ such that $B A=A B$.
10. Using the result of Problem 9, prove that the only matrices in $F_{n}$ which commute with all matrices in $F_{n}$ are the scalar matrices.
11. Let $A \in F_{n}$ be the matrix

$$
A=\left(\begin{array}{ccccccc}
0 & 1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & & & & & \vdots & \vdots \\
0 & 0 & 0 & 0 & \ldots & 0 & 1 \\
0 & 0 & 0 & 0 & \ldots & 0 & 0
\end{array}\right),
$$

whose entries everywhere, except on the superdiagonal, are 0 , and whose entries on the superdiagonal are l's. Prove $A^{n}=0$ but $A^{n-1} \neq 0$.
*12. If $A$ is as in Problem 11, find all matrices in $F_{n}$ which commute with $A$ and show that they must be of the form $\alpha_{0}+\alpha_{1} A+\alpha_{2} A^{2}+\cdots+$ $\alpha_{n-1} A^{n-1}$ where $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{n-1} \in F$.
13. Let $A \in F_{2}$ and let $C(A)=\left\{B \in F_{2} \mid A B=B A\right\}$. Let $C(C(A))=$ $\left\{G \in F_{2} \mid G X=X G\right.$ for all $\left.X \in C(A)\right\}$. Prove that if $G \in C(C(A))$ then $G$ is of the form $\alpha_{0}+\alpha_{1} A, \alpha_{0}, \alpha_{1} \in F$.
14. Do Problem 13 for $A \in F_{3}$, proving that every $G \in C(C(A))$ is of the form $\alpha_{0}+\alpha_{1} A+\alpha_{2} A^{2}$.
15. In $F_{n}$ let the matrices $E_{i j}$ be defined as follows: $E_{i j}$ is the matrix whose only nonzero entry is the ( $i, j$ ) entry, which is 1 . Prove
(a) The $E_{i j}$ form a basis of $F_{n}$ over $F$.
(b) $E_{i j} E_{k l}=0$ for $j \neq k ; E_{i j} E_{j l}=E_{i l}$.
(c) Given $i, j$, there exists a matrix $C$ such that $C E_{i i} C^{-\mathbf{1}}=E_{j \pi}$.
(d) If $i \neq j$ there exists a matrix $C$ such that $C E_{i j} C^{-1}=E_{12}$.
(e) Find all $B \in F_{n}$ commuting with $E_{12}$.
(f) Find all $B \in F_{n}$ commuting with $E_{11}$.
16. Let $F$ be the field of real numbers and let $C$ be the field of complex numbers. For $a \in C$ let $T_{a}: C \rightarrow C$ by $x T_{a}=x a$ for all $x \in C$. Using the basis $1, i$ find the matrix of the linear transformation $T_{a}$ and so get an isomorphic representation of the complex numbers as $2 \times 2$ matrices over the real field.
17. Let $Q$ be the division ring of quaternions over the real field. Using the basis $1, i, j, k$ of $Q$ over $F$, proceed as in Problem 16 to find an isomorphic representation of $Q$ by $4 \times 4$ matrices over the field of real numbers.
*18. Combine the results of Problems 16 and 17 to find an isomorphic representation of $Q$ as $2 \times 2$ matrices over the field of complex numbers.
19. Let $\mathscr{M}$ be the set of all $n \times n$ matrices having entries 0 and 1 in such a way that there is one 1 in each row and column. (Such matrices are called permutation matrices.)
(a) If $M \in \mathscr{M}$, describe $A M$ in terms of the rows and columns of $A$.
(b) If $M \in \mathscr{M}$, describe $M A$ in terms of the rows and columns of $A$.
20. Let $\mathscr{M}$ be as in Problem 19. Prove
(a) $\mathscr{M}$ has $n$ ! elements.
(b) If $M \in \mathscr{M}$, then it is invertible and its inverse is again in $\mathscr{M}$.
(c) Give the explicit form of the inverse of $M$.
(d) Prove that $\mathscr{M}$ is a group under matrix multiplication.
(e) Prove that $\mathscr{M}$ is isomorphic, as a group, to $S_{n}$, the symmetric group of degree $n$.
21. Let $A=\left(\alpha_{i j}\right)$ be such that for each $i, \sum_{j} \alpha_{i j}=1$. Prove that 1 is a characteristic root of $A$ (that is, $1-A$ is not invertible).
22. Let $A=\left(\alpha_{i j}\right)$ be such that for every $j, \sum_{i} \alpha_{i j}=1$. Prove that 1 is a characteristic root of $A$.
23. Find necessary and sufficient conditions on $\alpha, \beta, \gamma, \delta$, so that $A=\left(\begin{array}{ll}\alpha & \beta \\ \gamma & \delta\end{array}\right)$ is invertible. When it is invertible, write down $A^{-1}$ explicitly.
24. If $E \in F_{n}$ is such that $E^{2}=E \neq 0$ prove that there is a matrix $C \in F_{n}$ such that

$$
C E C^{-1}=\left(\begin{array}{llll|lll}
1 & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 & 0 & \ldots & 0 \\
\vdots & \vdots & & \vdots & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & 0 & \ldots & 0 \\
\hline 0 & \ldots & 0 & 0 & \ldots & 0 \\
0 & & \ldots & 0 & 0 & \ldots & 0
\end{array}\right)
$$

where the unit matrix in the top left corner is $r \times r$, where $r$ is the rank of $E$.
25. If $F$ is the real field, prove that it is impossible to find matrices $A, B \in F_{n}$ such that $A B-B A=1$.
26. If $F$ is of characteristic 2, prove that in $F_{2}$ it is possible to find matrices $A, B$ such that $A B-B A=1$.
27. The matrix $A$ is called triangular if all the entries above the main diagonal are 0 . (If all the entries below the main diagonal are 0 the matrix is also called triangular).
(a) If $A$ is triangular and no entry on the main diagonal is 0 , prove that $A$ is invertible.
(b) If $A$ is triangular and an entry on the main diagonal is 0 , prove that $A$ is singular.
28. If $A$ is triangular, prove that its characteristic roots are precisely the elements on its main diagonal.
29. If $N^{k}=0, N \in F_{n}$, prove that $1+N$ is invertible and find its inverse as a polynomial in $N$.
30. If $A \in F_{n}$ is triangular and all the entries on its main diagonal are 0 , prove that $A^{n}=0$.
31. If $A \in F_{n}$ is triangular and all the entries on its main diagonal are equal to $\alpha \neq 0 \in F$, find $A^{-1}$.
32. Let $S, T$ be linear transformations on $V$ such that the matrix of $S$ in one basis is equal to the matrix of $T$ in another. Prove there exists a linear transformation $A$ on $V$ such that $T=A S A^{-1}$.

### 6.4 Canonical Forms: Triangular Form

Let $V$ be an $n$-dimensional vector space over a field $F$.
DEFINITION The linear transformations $S, T \in A(V)$ are said to be similar if there exists an invertible element $C \in A(V)$ such that $T=C S C^{-1}$.

In view of the results of Section 6.3, this definition translates into one about matrices. In fact, since $F_{n}$ acts as $A(V)$ on $F^{(n)}$, the above definition already defines similarity of matrices. By it, $A, B \in F_{n}$ are similar if there is an invertible $C \in F_{n}$ such that $B=C A C^{-1}$.

The relation on $A(V)$ defined by similarity is an equivalence relation; the equivalence class of an element will be called its similarity class. Given two linear transformations, how can we determine whether or not they are similar? Of course, we could scan the similarity class of one of these to see if the other is in it, but this procedure is not a feasible one. Instead we try to establish some kind of landmark in each similarity class and a way of going from any element in the class to this landmark. We shall prove the existence of linear transformations in each similarity class whose matrix, in some basis, is of a particularly nice form. These matrices will be called the canonical forms. To determine if two linear transformations are similar, we need but compute a particular canonical form for each and check if these are the same.

There are many possible canonical forms; we shall only consider three of these, namely, the triangular form, Jordan form, and the rational canonical form, in this and the next three sections.
DEFINITION The subspace $W$ of $V$ is invariant under $T \in A(V)$ if $W T \subset W$.

LEMMA 6.4.1 If $W \subset V$ is invariant under $T$, then $T$ induces a linear transformation. $\bar{T}$ on $V / W$, defined by $(v+W) \bar{T}=v T+W$. If $T$ satisfies
the polynomial $q(x) \in F[x]$, then so does $\bar{T}$. If $p_{1}(x)$ is the minimal polynomial for $\bar{T}$ over $F$ and if $p(x)$ is that for $T$, then $p_{1}(x) \mid p(x)$.

Proof. Let $\bar{V}=V / W$; the elements of $\bar{V}$ are, of course, the cosets $v+W$ of $W$ in $V$. Given $\bar{v}=v+W \in \bar{V}$ define $\bar{v} \bar{T}=v T+W$. To verify that $\bar{T}$ has all the formal properties of a linear transformation on $\bar{V}$ is an easy matter once it has been established that $\bar{T}$ is well defined on $\bar{V}$. We thus content ourselves with proving this fact.

Suppose that $\bar{v}=v_{1}+W=v_{2}+W$ where $v_{1}, v_{2} \in V$. We must show that $v_{1} T+W=v_{2} T+W$. Since $v_{1}+W=v_{2}+W, v_{1}-v_{2}$ must be in $W$, and since $W$ is invariant under $T,\left(v_{1}-v_{2}\right) T$ must also be in $W$. Consequently $v_{1} T-v_{2} T \in W$, from which it follows that $v_{1} T+W=$ $v_{2} T+W$, as desired. We now know that $\bar{T}$ defines a linear transformation on $\bar{V}=V \mid W$.
If $\bar{v}=v+W \in \bar{V}$, then $\bar{v}\left(\overline{T^{2}}\right)=v T^{2}+W=(v T) T+W=$ $(v T+W) \bar{T}=((v+W) \bar{T}) \bar{T}=\bar{v}(\bar{T})^{2}$; thus $\left(\overline{T^{2}}\right)=(\bar{T})^{2}$. Similarly, $\left(\overline{T^{k}}\right)=(\bar{T})^{k}$ for any $k \geq 0$. Consequently, for any polynomial $q(x) \in$ $F[x], \overline{q(T)}=q(\bar{T})$. For any $q(x) \in F[x]$ with $q(T)=0$, since $\overline{0}$ is the zero transformation on $\bar{V}, 0=\overline{q(T)}=q(\bar{T})$.

Let $p_{1}(x)$ be the minimal polynomial over $F$ satisfied by $\bar{T}$. If $q(\bar{T})=0$ for $q(x) \in F[x]$, then $p_{1}(x) \mid q(x)$. If $p(x)$ is the minimal polynomial for $T$ over $F$, then $p(T)=0$, whence $p(\bar{T})=0$; in consequence, $p_{1}(x) \mid p(x)$.

As we saw in Theorem 6.2.2, all the characteristic roots of $T$ which lie in $F$ are roots of the minimal polynomial of $T$ over $F$. We say that all the characteristic roots of $T$ are in $F$ if all the roots of the minimal polynomial of $T$ over $F$ lie in $F$.

In Problem 27 at the end of the last section, we defined a matrix as being triangular if all its entries above the main diagonal were 0 . Equivalently, if $T$ is a linear transformation on $V$ over $F$, the matrix of $T$ in the basis $v_{1}, \ldots, v_{n}$ is triangular if

$$
\begin{aligned}
& v_{1} T=\alpha_{11} v_{1} \\
& v_{2} T=\alpha_{21} v_{1}+\alpha_{22} v_{2} \\
& \vdots \\
& v_{i} T=\alpha_{i 1} v_{1}+\alpha_{i 2} v_{2}+\cdots+\alpha_{i i} v_{i}, \\
& v_{n} T=\alpha_{n 1} v_{1}+\cdots+\alpha_{m n} v_{n},
\end{aligned}
$$

i.e., if $v_{i} T$ is a linear combination only of $v_{i}$ and its predecessors in the basis.

THEOREM 6.4.1 If $T \in A(V)$ has all its characteristic roots in $F$, then there is a basis of $V$ in which the matrix of $T$ is triangular.

Proof. The proof goes by induction on the dimension of $V$ over $F$.
If $\operatorname{dim}_{F} V=1$, then every element in $A(V)$ is a scalar, and so the theorem is true here.

Suppose that the theorem is true for all vector spaces over $F$ of dimension $n-1$, and let $V$ be of dimension $n$ over $F$.

The linear transformation $T$ on $V$ has all its characteristic roots in $F$; let $\lambda_{1} \in F$ be a characteristic root of $T$. There exists a nonzero vector $v_{1}$ in $V$ such that $v_{1} T=\lambda_{1} v_{1}$. Let $W=\left\{\alpha v_{1} \mid \alpha \in F\right\} ; W$ is a one-dimensional subspace of $V$, and is invariant under $T$. Let $\bar{V}=V / W$; by Lemma 4.2.6, $\operatorname{dim} \bar{V}=\operatorname{dim} V-\operatorname{dim} W=n-1 . \quad$ By Lemma 6.4.1, $T$ induces a linear transformation $\bar{T}$ on $\bar{V}$ whose minimal polynomial over $F$ divides the minimal polynomial of $T$ over $F$. Thus all the roots of the minimal polynomial of $\bar{T}$, being roots of the minimal polynomial of $T$, must lie in $F$. The linear transformation $\bar{T}$ in its action on $\bar{V}$ satisfies the hypothesis of the theorem; since $\bar{V}$ is $(n-1)$-dimensional over $F$, by our induction hypothesis, there is a basis $\bar{v}_{2}, \bar{v}_{3}, \ldots, \bar{v}_{n}$ of $\bar{V}$ over $F$ such that

$$
\begin{aligned}
& \bar{v}_{2} \bar{T}=\alpha_{22} \bar{v}_{2} \\
& \bar{v}_{3} \bar{T}=\alpha_{32} \bar{v}_{2}+\alpha_{33} \bar{v}_{3} \\
& \vdots \\
& \bar{v}_{i} \bar{T}=\alpha_{i 2} \bar{v}_{2}+\alpha_{i 3} \bar{v}_{3}+\cdots+\alpha_{i i} \bar{v}_{i} \\
& \vdots \\
& \bar{v}_{n} \bar{T}=\alpha_{n 2} \bar{v}_{2}+\alpha_{n 3} \bar{v}_{3}+\cdots+\alpha_{n n} \bar{v}_{n} .
\end{aligned}
$$

Let $v_{2}, \ldots, v_{n}$ be elements of $V$ mapping into $\bar{v}_{2}, \ldots, \bar{v}_{n}$, respectively. Then $v_{1}, v_{2}, \ldots, v_{n}$ form a basis of $V$ (see Problem 3, end of this section). Since $\bar{v}_{2} \bar{T}=\alpha_{22} \bar{v}_{2}, \bar{v}_{2} \bar{T}-\alpha_{22} \bar{v}_{2}=0$, whence $v_{2} T-\alpha_{22} v_{2}$ must be in $W$. Thus $v_{2} T-\alpha_{22} v_{2}$ is a multiple of $v_{1}$, say $\alpha_{21} v_{1}$, yielding, after transposing, $v_{2} T=\alpha_{21} v_{1}+\alpha_{22} v_{2} . \quad$ Similarly, $\quad v_{i} T-\alpha_{i 2} v_{2}-\alpha_{i 3} v_{3}-\cdots-\alpha_{i i} v_{i} \in W$, whence $v_{i} T=\alpha_{i 1} v_{1}+\alpha_{i 2} v_{2}+\cdots+\alpha_{i i} v_{i}$. The basis $v_{1}, \ldots, v_{n}$ of $V$ over $F$ provides us with a basis where every $v_{i} T$ is a linear combination of $v_{i}$ and its predecessors in the basis. Therefore, the matrix of $T$ in this basis is triangular. This completes the induction and proves the theorem.

We wish to restate Theorem 6.4.1 for matrices. Suppose that the matrix $A \in F_{n}$ has all its characteristic roots in $F . A$ defines a linear transformation $T$ on $F^{(n)}$ whose matrix in the basis

$$
v_{1}=(1,0, \ldots, 0), v_{2}=(0,1,0, \ldots, 0), \ldots, v_{n}=(0,0, \ldots, 0,1)
$$

is precisely $A$. The characteristic roots of $T$, being equal to those of $A$, are all in $F$, whence by Theorem 6.4.1, there is a basis of $F^{(n)}$ in which the matrix of $T$ is triangular. However, by Theorem 6.3.2, this change of basis merely changes the matrix of $T$, namely $A$, in the first basis, into $C A C^{-1}$ for a suitable $C \subset F_{n}$. Thus

ALTERNATIVE FORM OF THEOREM 6.4.1 If the matrix $A \in F_{n}$ has all its characteristic roots in $F$, then there is a matrix $C \in F_{n}$ such that $C A C^{-1}$ is a triangular matrix.

Theorem 6.4.1 (in either form) is usually described by saying that $T$ (or $A$ ) can be brought to triangular form over $F$.
If we glance back at Problem 28 at the end of Section 6.3, we see that after $T$ has been brought to triangular form, the elements on the main diagonal of its matrix play the following significant role: they are precisely the characteristic roots of $T$.

We conclude the section with
THEOREM 6.4.2 If $V$ is $n$-dimensional over $F$ and if $T \in A(V)$ has all its characteristic roots in $F$, then $T$ satisfies a polynomial of degree $n$ over $F$.

Proof. By Theorem 6.4.1, we can find a basis $v_{1}, \ldots, v_{n}$ of $V$ over $F$ such that:

$$
\begin{aligned}
& v_{1} T=\lambda_{1} v_{1} \\
& v_{2} T=\alpha_{21} v_{1}+\lambda_{2} v_{2} \\
& \vdots \\
& v_{i} T=\alpha_{i 1} v_{1}+\cdots+\alpha_{i, i-1} v_{i-1}+\lambda_{i} v_{i}
\end{aligned}
$$

for $i=1,2, \ldots, n$.
Equivalently

$$
\begin{aligned}
& v_{1}\left(T-\lambda_{1}\right)=0 \\
& v_{2}\left(T-\lambda_{2}\right)=\alpha_{21} v_{1} \\
& \vdots \\
& v_{i}\left(T-\lambda_{1}\right)=\alpha_{i 1} v_{1}+\cdots+\alpha_{i, i-1} v_{i-1}
\end{aligned}
$$

for $i=1,2, \ldots, n$.
What is $v_{2}\left(T-\lambda_{2}\right)\left(T-\lambda_{1}\right)$ ? As a result of $v_{2}\left(T-\lambda_{2}\right)=\alpha_{21} v_{1}$ and $v_{1}\left(T-\lambda_{1}\right)=0$, we obtain $v_{2}\left(T-\lambda_{2}\right)\left(T-\lambda_{1}\right)=0$. Since

$$
\begin{aligned}
\left(T-\lambda_{2}\right)\left(T-\lambda_{1}\right) & =\left(T-\lambda_{1}\right)\left(T-\lambda_{2}\right) \\
v_{1}\left(T-\lambda_{2}\right)\left(T-\lambda_{1}\right) & =v_{1}\left(T-\lambda_{1}\right)\left(T-\lambda_{2}\right)=0
\end{aligned}
$$

Continuing this type of computation yields

$$
\begin{gathered}
v_{1}\left(T-\lambda_{i}\right)\left(T-\lambda_{i-1}\right) \cdots\left(T-\lambda_{1}\right)=0 \\
v_{2}\left(T-\lambda_{i}\right)\left(T-\lambda_{i-1}\right) \cdots\left(T-\lambda_{1}\right)=0 \\
\\
\\
v_{i}\left(T-\lambda_{i}\right)\left(T-\lambda_{i-1}\right) \cdots\left(T-\lambda_{1}\right)=0
\end{gathered}
$$

For $i=n$, the matrix $S=\left(T-\lambda_{n}\right)\left(T-\lambda_{n-1}\right) \cdots\left(T-\lambda_{1}\right)$ satisfies $v_{1} S=v_{2} S=\cdots=v_{n} S=0$. Then, since $S$ annihilates a basis of $V, S$ must annihilate all of $V$. Therefore, $S=0$. Consequently, $T$ satisfies the polynomial $\left(x-\lambda_{1}\right)\left(x-\lambda_{2}\right) \cdots\left(x-\lambda_{n}\right)$ in $F[x]$ of degree $n$, proving the theorem.

Unfortunately, it is in the nature of things that not every linear transformation on a vector space over every field $F$ has all its characteristic roots
in $F$. This depends totally on the field $F$. For instance, if $F$ is the field of real numbers, then the minimal equation of

$$
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

over $F$ is $x^{2}+1$, which has no roots in $F$. Thus we have no right to assume that characteristic roots always lie in the field in question. However, we may ask, can we slightly enlarge $F$ to a new field $K$ so that everything works all right over $K$ ?

The discussion will be made for matrices; it could be carried out equally well for linear transformations. What would be needed would be the following: given a vector space $V$ over a field $F$ of dimension $n$, and given an extension $K$ of $F$, then we can embed $V$ into a vector space $V_{K}$ over $K$ of dimension $n$ over $K$. One way of doing this would be to take a basis $v_{1}, \ldots$, $v_{n}$ of $V$ over $F$ and to consider $V_{K}$ as the set of all $\alpha_{1} v_{1}+\cdots+\alpha_{n} v_{n}$ with the $\alpha_{i} \in K$, considering the $v_{i}$ linearly independent over $K$. This heavy use of a basis is unaesthetic; the whole thing can be done in a basis-free way by introducing the concept of tensor product of vector spaces. We shall not do it here; instead we argue with matrices (which is effectively the route outlined above using a fixed basis of $V$ ).

Consider the algebra $F_{n}$. If $K$ is any extension field of $F$, then $F_{n} \subset K_{n}$ the set of $n \times n$ matrices over $K$. Thus any matrix over $F$ can be considered as a matrix over $K$. If $T \in F_{n}$ has the minimal polynomial $p(x)$ over $F$, considered as an element of $K_{n}$ it might conceivably satisfy a different polynomial $p_{0}(x)$ over $K$. But then $p_{0}(x) \mid p(x)$, since $p_{0}(x)$ divides all polynomials over $K$ (and hence all polynomials over $F$ ) which are satisfied by $T$. We now specialize $K$. By Theorem 5.3 .2 there is a finite extension, $K$, of $F$ in which the minimal polynomial, $p(x)$, for $T$ over $F$ has all its roots. As an element of $K_{n}$, for this $K$, does $T$ have all its characteristic roots in $K$ ? As an element of $K_{n}$, the minimal polynomial for $T$ over $K$, $p_{0}(x)$ divides $p(x)$ so all the roots of $p_{0}(x)$ are roots of $p(x)$ and therefore lie in $K$. Consequently, as an element in $K_{n}, T$ has all its characteristic roots in $K$.

Thus, given $T$ in $F_{n}$, by going to the splitting field, $K$, of its minimal polynomial we achieve the situation where the hypotheses of Theorems 6.4.1 and 6.4.2 are satisfied, not over $F$, but over $K$. Therefore, for instance, $T$ can be brought to triangular form over $K$ and satisfies a polynomial of degree $n$ over $K$. Sometimes, when luck is with us, knowing that a certain result is true over $K$ we can "cut back" to $F$ and know that the result is still true over $F$. However, going to $K$ is no panacea for there are frequent situations when the result for $K$ implies nothing for $F$. This is why we have two types of "canonical form" theorems, those which assume that all the characteristic roots of $T$ lie in $F$ and those which do not.

A final word; if $T \in F_{n}$, by the phrase "a characteristic root of $T$ ", we shall
mean an element $\lambda$ in the splitting field $K$ of the minimal polynomial $p(x)$ of $T$ over $F$ such that $\lambda-T$ is not invertible in $K_{n}$. It is a fact (see Problem 5) that every root of the minimal polynomial of $T$ over $F$ is a characteristic root of $T$.

## Problems

1. Prove that the relation of similarity is an equivalence relation in $A(V)$.
2. If $T \in F_{n}$ and if $K \supset F$, prove that as an element of $K_{n}, T$ is invertible if and only if it is already invertible in $F_{n}$.
3. In the proof of Theorem 6.4.1 prove that $v_{1}, \ldots, v_{n}$ is a basis of $V$.
4. Give a proof, using matrix computations, that if $A$ is a triangular $n \times n$ matrix with entries $\lambda_{1}, \ldots, \lambda_{n}$ on the diagonal, then

$$
\left(A-\lambda_{1}\right)\left(A-\lambda_{2}\right) \cdots\left(A-\lambda_{n}\right)=0
$$

*5. If $T \in F_{n}$ has minimal polynomial $p(x)$ over $F$, prove that every root of $p(x)$, in its splitting field $K$, is a characteristic root of $T$.
6. If $T \in A(V)$ and if $\lambda \in F$ is a characteristic root of $T$ in $F$, let $U_{\lambda}=$ $\{v \in V \mid v T=\lambda v\}$. If $S \in A(V)$ commutes with $T$, prove that $U_{\lambda}$ is invariant under $S$.
*7. If $\mathscr{M}$ is a commutative set of elements in $A(V)$ such that every $M \in \mathscr{M}$ has all its characteristic roots in $F$, prove that there is a $C \in A(V)$ such that every $C M C^{-1}$, for $M \in \mathscr{M}$, is in triangular form.
8. Let $W$ be a subspace of $V$ invariant under $T \in A(V)$. By restricting $T$ to $W, T$ induces a linear transformation $\tilde{T}$ (defined by $w \tilde{T}=$ $w T$ for every $w \in W$ ). Let $\tilde{p}(x)$ be the minimal polynomial of $\tilde{T}$ over $F$.
(a) Prove that $\widetilde{p(x)} \mid p(x)$, the minimal polynomial of $T$ over $F$.
(b) If $T$ induces $\bar{T}$ on $V / W$ satisfying the minimal polynomial $\bar{p}(x)$ over $F$, prove that $p(x) \mid \tilde{p}(x) \bar{p}(x)$.
*(c) If $\tilde{p}(x)$ and $\bar{p}(x)$ are relatively prime, prove that $p(x)=\tilde{p}(x) \bar{p}(x)$.
*(d) Give an example of a $T$ for which $p(x) \neq \tilde{p}(x) \bar{p}(x)$.
9. Let $\mathscr{M}$ be a nonempty set of elements in $A(V)$; the subspace $W \subset V$ is said to be invariant under $\mathscr{M}$ if for every $M \in \mathscr{M}, W M \subset W$. If $W$ is invariant under $\mathscr{M}$ and is of dimension $r$ over $F$, prove that there exists a basis of $V$ over $F$ such that every $M \in \mathscr{M}$ has a matrix, in this basis, of the form

$$
\left(\begin{array}{l|l}
M_{1} & 0 \\
\hline M_{12} & M_{2}
\end{array}\right)
$$

where $M_{1}$ is an $r \times r$ matrix and $M_{2}$ is an $(n-r) \times(n-r)$ matrix.
10. In Problem 9 prove that $M_{1}$ is the matrix of the linear transformation $\tilde{M}$ induced by $M$ on $W$, and that $M_{2}$ is the matrix of the linear transformation $\bar{M}$ induced by $M$ on $V / W$.
*11. The nonempty set, $\mathscr{M}$, of linear transformations in $A(V)$ is called an irreducible set if the only subspaces of $V$ invariant under $\mathscr{M}$ are (0) and $V$. If $\mathscr{M}$ is an irreducible set of linear transformations on $V$ and if

$$
D=\{T \in A(V) \mid T M=M T \text { for all } M \in \mathscr{M}\}
$$

prove that $D$ is a division ring.
*12. Do Problem 11 by using the result (Schur's lemma) of Problem 14, end of Chapter 4, page 206.
*13. If $F$ is such that all elements in $A(V)$ have all their characteristic roots in $F$, prove that the $D$ of Problem 11 consists only of scalars.
14. Let $F$ be the field of real numbers and let

$$
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right) \in F_{2}
$$

(a) Prove that the set $\mathscr{M}$ consisting only of

$$
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

is an irreducible set.
(b) Find the set $D$ of all matrices commuting with

$$
\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

and prove that $D$ is isomorphic to the field of complex numbers.
15. Let $F$ be the field of real numbers.
(a) Prove that the set

$$
\mathscr{M}=\left\{\left(\begin{array}{rrrr}
0 & 1 & 0 & 0 \\
-1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0
\end{array}\right),\left(\begin{array}{rrrr}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & -1 & 0 & 0 \\
-1 & 0 & 0 & 0
\end{array}\right)\right\}
$$

is an irreducible set.
(b) Find all $A \in F_{4}$ such that $A M=M A$ for all $M \in \mathscr{M}$.
(c) Prove that the set of all $A$ in part (b) is a division ring isomorphic to the division ring of quaternions over the real field.
16. A set of linear transformations, $\mathscr{M} \subset A(V)$, is called decomposable if there is a subspace $W \subset V$ such that $V=W \oplus W_{1}, W \neq(0)$, $W \neq V$, and each of $W$ and $W_{1}$ is invariant under $\mathscr{M}$. If $\mathscr{M}$ is not decomposable, it is called indecomposable.
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## Unit-V

One class of linear transformations which have all their characteristic roots in $F$ is the class of nilpotent ones, for their characteristic roots are all 0 , hence are in $F$. Therefore by the result of the previous section a nilpotent linear transformation can always be brought to triangular form over $F$. For some purposes this is not sharp enough, and as we shall soon see, a great deal more can be said.

Although the class of nilpotent linear transformations is a rather restricted one, it nevertheless merits study for its own sake. More important for our purposes, once we have found a good canonical form for these we can readily find a good canonical form for all linear transformations which have all their characteristic roots in $F$.
A word about the line of attack that we shall follow is in order. We could study these matters from a "ground-up" approach or we could invoke results about the decomposition of modules which we obtained in Chapter 4. We have decided on a compromise between the two; we treat the material in this section and the next (on Jordan forms) independently of the notion of a module and the results about modules developed in Chapter 4. However, in the section dealing with the rational canonical form we shall completely change point of view, introducing via a given linear transformation a module structure on the vector spaces under discussion; making use of

Theorem 4.5.1 we shall then get a decomposition of a vector space, and the resulting canonical form, relative to a given linear transformation.

Even though we do not use a module theoretic approach now, the reader should note the similarity between the arguments used in proving Theorem 4.5.1 and those used to prove Lemma 6.5.4.

Before concentrating our efforts on nilpotent linear transformations we prove a result of interest which holds for arbitrary ones.

LEMMA 6.5.1 If $V=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{k}$, where each subspace $V_{i}$ is of dimension $n_{i}$ and is invariant under $T$, an element of $A(V)$, then a basis of $V$ can be found so that the matrix of $T$ in this basis is of the form

$$
\left(\begin{array}{llll}
A_{1} & 0 & \ldots & 0 \\
0 & A_{2} & \ldots & 0 \\
\vdots & \vdots & & \vdots \\
0 & 0 & \ldots & A_{k}
\end{array}\right)
$$

where each $A_{i}$ is an $n_{i} \times n_{i}$ matrix and is the matrix of the linear transformation induced by $T$ on $V_{i}$.

Proof. Choose a basis of $V$ as follows: $v_{1}{ }^{(1)}, \ldots, v_{n_{1}}{ }^{(1)}$ is a basis of $V_{1}$, $v_{1}{ }^{(2)}, v_{2}{ }^{(2)}, \ldots, v_{n_{2}}{ }^{(2)}$ is a basis of $V_{2}$, and so on. Since each $V_{i}$ is invariant under $T, v_{j}{ }^{(i)} T \in V_{i}$ so is a linear combination of $v_{1}{ }^{(i)}, v_{2}{ }^{(i)}, \ldots, v_{n_{i}}{ }^{(i)}$, and of only these. Thus the matrix of $T$ in the basis so chosen is of the desired form. That each $A_{i}$ is the matrix of $T_{i}$, the linear transformation induced on $V_{i}$ by $T$, is clear from the very definition of the matrix of a linear transformation.

We now narrow our attention to nilpotent linear transformations.
LEMMA 6.5.2 If $T \in A(V)$ is nilpotent, then $\alpha_{0}+\alpha_{1} T+\cdots+\alpha_{m} T^{m}$, where the $\alpha_{i} \in F$, is invertible if $\alpha_{0} \neq 0$.

Proof. If $S$ is nilpotent and $\alpha_{0} \neq 0 \in F$, a simple computation shows that

$$
\left(\alpha_{0}+S\right)\left(\frac{1}{\alpha_{0}}-\frac{S}{\alpha_{0}^{2}}+\frac{S^{2}}{\alpha_{0}^{3}}+\cdots+(-1)^{r-1} \frac{S^{r-1}}{\alpha_{0}^{r}}\right)=1
$$

if $S^{r}=0$. Now if $T^{r}=0, S=\alpha_{1} T+\alpha_{2} T^{2}+\cdots+\alpha_{m} T^{m}$ also must satisfy $S^{r}=0$. (Prove!) Thus for $\alpha_{0} \neq 0$ in $F, \alpha_{0}+S$ is invertible.

Notation. $\quad M_{t}$ will denote the $t \times t$ matrix

$$
\left(\begin{array}{cccccc}
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & & & & & \vdots \\
0 & 0 & & \ldots & 0 & 1 \\
0 & 0 & & \ldots & 0 & 0
\end{array}\right),
$$

all of whose entries are 0 except on the superdiagonal, where they are all 1 's.

DEFINITION If $T \in A(V)$ is nilpotent, then $k$ is called the index of nilpotence of $T$ if $T^{k}=0$ but $T^{k-1} \neq 0$.

The key result about nilpotent linear transformations is
THEOREM 6.5.1 If $T \in A(V)$ is nilpotent, of index of nilpotence $n_{1}$, then a basis of $V$ can be found such that the matrix of $T$ in this basis has the form

$$
\left(\begin{array}{llll}
M_{n_{1}} & 0 & \ldots & 0 \\
0 & M_{n_{2}} & \ldots & 0 \\
\vdots & & \ddots & \vdots \\
0 & 0 & \ldots & M_{n_{r}}
\end{array}\right)
$$

where $n_{1} \geq n_{2} \geq \cdots \geq n_{r}$ and where $n_{1}+n_{2}+\cdots+n_{r}=\operatorname{dim}_{F} V$.
Proof. The proof will be a little detailed, so as we proceed we shall separate parts of it out as lemmas.

Since $T^{n_{1}}=0$ but $T^{n_{1}-1} \neq 0$, we can find a vector $v \in V$ such that $v T^{n_{1}-1} \neq 0$. We claim that the vectors $v, v T, \ldots, v T^{n_{1}-1}$ are linearly independent over $F$. For, suppose that $\alpha_{1} v+\alpha_{2} v T+\cdots+\alpha_{n_{1}} v T^{n_{1}-1}=0$ where the $\alpha_{i} \in F$; let $\alpha_{s}$ be the first nonzero $\alpha$, hence

$$
v T^{s-1}\left(\alpha_{s}+\alpha_{s+1} T+\cdots+\alpha_{n_{1}} T^{n_{1}-s}\right)=0
$$

Since $\alpha_{s} \neq 0$, by Lemma 6.5.2, $\alpha_{s}+\alpha_{s+1} T+\cdots+\alpha_{n_{1}} T^{n_{1}-s}$ is invertible, and therefore $v T^{s-1}=0$. However, $s<n_{1}$, thus this contradicts that $v T^{n_{1}-1} \neq 0$. Thus no such nonzero $\alpha_{s}$ exists and $v, v T, \ldots, v T^{n_{1}-1}$ have been shown to be linearly independent over $F$.

Let $V_{1}$ be the subspace of $V$ spanned by $v_{1}=v, v_{2}=v T, \ldots, v_{n_{1}}=$ $v T^{n_{1}-1} ; V_{1}$ is invariant under $T$, and, in the basis above, the linear transformation induced by $T$ on $V_{1}$ has as matrix $M_{n_{1}}$.

So far we have produced the upper left-hand corner of the matrix of the theorem. We must somehow produce the rest of this matrix.

LEMMA 6.5.3 If $u \in V_{1}$ is such that $u T^{n_{1}-k}=0$, where $0<k \leq n_{1}$, then $u=u_{0} T^{k}$ for some $u_{0} \in V_{1}$.

Proof. Since $u \in V_{1}, u=\alpha_{1} v+\alpha_{2} v T+\cdots+\alpha_{k} v T^{k-1}+a_{k+1} v T^{k}+$ $\cdots+\alpha_{n_{1}} v T^{n_{1}-1}$. Thus $0=u T^{n_{1}-k}=\alpha_{1} v T^{n_{1}-k}+\cdots+\alpha_{k} v T^{n_{1}-1}$. However, $v T^{n_{1}-k}, \ldots, v T^{n_{1}-1}$ are linearly inḍependent over $F$, whence $\alpha_{1}=\alpha_{2}=\cdots=\alpha_{k}=0$, and so, $u=\alpha_{k+1} v T^{k}+\cdots+\alpha_{n_{1}} v T^{n_{1}-1}=u_{0} T^{k}$, where $u_{0}=\alpha_{k+1} v+\cdots+\alpha_{n_{1}} v T^{n_{1}-k-1} \in V_{1}$.

The argument, so far, has been fairly straightforward. Now it becomes a little sticky.

LEMMA 6.5.4 There exists a subspace $W$ of $V$, invariant under $T$, such that $V=V_{1} \oplus W$.

Proof. Let $W$ be a subspace of $V$, of largest possible dimension, such that

1. $V_{1} \cap W=(0)$;
2. $W$ is invariant under $T$.

We want to show that $V=V_{1}+W$. Suppose not; then there exists an element $z \in V$ such that $z \notin V_{1}+W$. Since $T^{n_{1}}=0$, there exists an integer $k, 0<k \leq n_{1}$, such that $z T^{k} \in V_{1}+W$ and such that $z T^{i} \notin V_{1}+W$ for $i<k$. Thus $z T^{k}=u+w$, where $u \in V_{1}$ and where $w \in W$. But then $0=z T^{n_{1}}=\left(z T^{k}\right) T^{n_{1}-k}=u T^{n_{1}-k}+w T^{n_{1}-k}$; however, since both $V_{1}$ and $W$ are invariant under $T, u T^{n_{1}-k} \in V_{1}$ and $w T^{n_{1}-k} \in W$. Now, since $V_{1} \cap W=(0)$, this leads to $u T^{n_{1}-k}=-w T^{n_{1}-k} \in V_{1} \cap W=(0)$, resulting in $u T^{n_{1}-k}=0$. By Lemma 6.5.3, $u=u_{0} T^{k}$ for some $u_{0} \in V_{1}$; therefore, $z T^{k}=u+w=u_{0} T^{k}+w$. Let $z_{1}=z-u_{0}$; then $z_{1} T^{k}=z T^{k}-u_{0} T^{k}=$ $w \in W$, and since $W$ is invariant under $T$ this yields $z_{1} T^{m} \in W$ for all $m \geq k$. On the other hand, if $i<k, z_{1} T^{i}=z T^{i}-u_{0} T^{i} \notin V_{1}+W$, for otherwise $z T^{i}$ must fall in $V_{1}+W$, contradicting the choice of $k$.

Let $W_{1}$ be the subspace of $V$ spanned by $W$ and $z_{1}, z_{1} T, \ldots, z_{1} T^{k-1}$. Since $z_{1} \notin W$, and since $W_{1} \supset W$, the dimension of $W_{1}$ must be larger than that of $W$. Moreover, since $z_{1} T^{k} \in W$ and since $W$ is invariant under $T$, $W_{1}$ must be invariant under $T$. By the maximal nature of $W$ there must be an element of the form $w_{0}+\alpha_{1} z_{1}+\alpha_{2} z_{1} T+\cdots+\alpha_{k} z_{1} T^{k-1} \neq 0$ in $W_{1} \cap V_{1}$, where $w_{0} \in W$. Not all of $\alpha_{1}, \ldots, \alpha_{k}$ can be 0 ; otherwise we would have $0 \neq w_{0} \in W \cap V_{1}=(0)$, a contradiction. Let $\alpha_{s}$ be the first nonzero $\alpha$; then $w_{0}+z_{1} T^{s-1}\left(\alpha_{s}+\alpha_{s+1} T+\cdots+\alpha_{k} T^{k-s}\right) \in V_{1}$. Since $\alpha_{s} \neq 0$, by Lemma 6.5.2, $\alpha_{s}+\alpha_{s+1} T+\cdots+\alpha_{k} T^{k-s}$ is invertible and its inverse, $R$, is a polynomial in $T$. Thus $W$ and $V_{1}$ are invariant under $R$; however, from the above, $w_{0} R+z_{1} T^{s-1} \in V_{1} R \subset V_{1}$, forcing $z_{1} T^{s-1} \in$ $V_{1}+W R \subset V_{1}+W$. Since $s-1<k$ this is impossible; therefore $V_{1}+W=V$. Because $V_{1} \cap W=(0), V=V_{1} \oplus W$, and the lemma is proved.

The hard work, for the moment, is over; we now complete the proof of Theorem 6.5.1.
By Lemma 6.5.4, $V=V_{1} \oplus W$ where $W$ is invariant under $T$. Using the basis $v_{1}, \ldots, v_{n_{1}}$ of $V_{1}$ and any basis of $W$ as a basis of $V$, by Lemma 6.5.1, the matrix of $T$ in this basis has the form

$$
\left(\begin{array}{cc}
M_{n_{1}} & 0 \\
0 & A_{2}
\end{array}\right)
$$

Where $A_{2}$ is the matrix of $T_{2}$, the linear transformation induced on $W$ by $T$. Since $T^{n_{1}}=0, T_{2}{ }^{n_{2}}=0$ for some $n_{2} \leq n_{1}$. Repeating the argument used
for $T$ on $V$ for $T_{2}$ on $W$ we can decompose $W$ as we did $V$ (or, invoke an induction on the dimension of the vector space involved). Continuing this way, we get a basis of $V$ in which the matrix of $T$ is of the form

$$
\left(\begin{array}{llll}
M_{n_{1}} & 0 & \ldots & 0 \\
0 & M_{n_{2}} & \ddots & \vdots \\
\vdots & & & \\
0 & \ldots & & M_{n_{r}}
\end{array}\right) .
$$

That $n_{1}+n_{2}+\cdots+n_{r}=\operatorname{dim} V$ is clear, since the size of the matrix is $n \times n$ where $n=\operatorname{dim} V$.

DEFINITION The integers $n_{1}, n_{2}, \ldots, n_{r}$ are called the invariants of $T$.
DEFINITION If $T \in A(V)$ is nilpotent, the subspace $M$ of $V$, of dimension $m$, which is invariant under $T$, is called cyclic with respect to $T$ if

1. $M T^{m}=(0), M T^{m-1} \neq(0)$;
2. there is an element $z \in M$ such that $z, z T, \ldots, z T^{m-1}$ form a basis of $M$.
(Note: Condition 1 is actually implied by Condition 2).
LEMMA 6.5.5 If $M$, of dimension $m$, is cyclic with respect to $T$, then the dimension of $M T^{k}$ is $m-k$ for all $k \leq m$.

Proof. A basis of $M T^{k}$ is provided us by taking the image of any basis of $M$ under $T^{k}$. Using the basis $z, z T, \ldots, z T^{m-1}$ of $M$ leads to a basis $z T^{k}$, $z T^{k+1}, \ldots, z T^{m-1}$ of $M T^{k}$. Since this basis has $m-k$ elements, the lemma is proved.

Theorem 6.5.1 tells us that given a nilpotent $T$ in $A(V)$ we can find integers $n_{1} \geq n_{2} \geq \cdots \geq n_{r}$ and subspaces, $V_{1}, \ldots, V_{r}$ of $V$ cyclic with respect to $T$ and of dimensions $n_{1}, n_{2}, \ldots, n_{r}$, respectively such that $V=V_{1} \oplus \cdots \oplus V_{r}$.

Is it possible that we can find other integers $m_{1} \geq m_{2} \geq \cdots \geq m_{s}$ and subspaces $U_{1}, \ldots, U_{s}$ of $V$, cyclic with respect to $T$ and of dimensions $m_{1}, \ldots, m_{s}$, respectively, such that $V=U_{1} \oplus \cdots \oplus U_{s}$ ? We claim that we cannot, or in other words that $s=r$ and $m_{1}=n_{1}, m_{2}=n_{2}, \ldots, m_{r}=$ $n_{r}$. Suppose that this were not the case; then there is a first integer $i$ such that $m_{i} \neq n_{i}$. We may assume that $m_{i}<n_{i}$.

Consider $V T^{m_{i}}$. On one hand, since $V=V_{1} \oplus \cdots \oplus V_{r}, V T^{m_{i}}=$ $V_{1} T^{m_{i}} \oplus \cdots \oplus V_{i} T^{m_{i}} \oplus \cdots \oplus V_{r} T^{m_{i}}$. Since $\operatorname{dim} V_{1} T^{m_{i}}=n_{1}-m_{i}$, $\operatorname{dim} V_{2} T^{m_{i}}=n_{2}-m_{i}, \ldots, \operatorname{dim} V_{i} T^{m_{i}}=n_{i}-m_{i}$ (by Lemma 6.5.5), $\operatorname{dim} V T^{m_{i}} \geq\left(n_{1}-m_{i}\right)+\left(n_{2}-m_{i}\right)+\cdots+\left(n_{i}-m_{i}\right)$. On the other hand, since $V=U_{1} \oplus \cdots \oplus U_{s}$ and since $U_{j} T^{m_{i}}=(0)$ for $j \geq i, V T^{m_{i}}=$ $U_{1} T^{m_{i}} \oplus U_{2} T^{m_{i}}+\cdots \oplus U_{i-1} T^{m_{i}}$. Thus

$$
\operatorname{dim} V T^{m_{t}}=\left(m_{1}-m_{i}\right)+\left(m_{2}-m_{i}\right)+\cdots+\left(m_{i-1}-m_{i}\right) .
$$

By our choice of $i, n_{1}=m_{1}, n_{2}=m_{2}, \ldots, n_{i-1}=m_{i-1}$, whence

$$
\operatorname{dim} V T^{m_{i}}=\left(n_{1}-m_{i}\right)+\left(n_{2}-m_{i}\right)+\cdots+\left(n_{i-1}-m_{i}\right)
$$

However, this contradicts the fact proved above that $\operatorname{dim} V T^{m_{i}} \geq$ $\left(n_{1}-m_{i}\right)+\cdots+\left(n_{i-1}-m_{i}\right)+\left(n_{i}-m_{i}\right)$, since $n_{i}-m_{i}>0$.

Thus there is a unique set of integers $n_{1} \geq n_{2} \geq \cdots \geq n_{r}$ such that $V$ is the direct sum of subspaces, cyclic with respect to $T$ of dimensions $n_{1}$, $n_{2}, \ldots, n_{r}$. Equivalently, we have shown that the invariants of $T$ are unique.

Matricially, the argument just carried out has proved that if $n_{1} \geq n_{2} \geq$ $\cdots \geq n_{r}$ and $m_{1} \geq m_{2} \geq \cdots \geq m_{s}$, then the matrices

$$
\left(\begin{array}{lll}
M_{n_{1}} & \ldots & 0 \\
0 & & \\
\vdots & \ddots & \vdots \\
0 & \cdots & M_{n_{r}}
\end{array}\right) \text { and }\left(\begin{array}{lll}
M_{m_{1}} & \ldots & 0 \\
0 & & \\
\vdots & \ddots & \vdots \\
0 & \cdots & M_{m_{s}}
\end{array}\right)
$$

are similar only if $r=s$ and $n_{1}=m_{1}, n_{2}=m_{2}, \ldots, n_{r}=m_{r}$.
So far we have proved the more difficult half of
THEOREM 6.5.2 Two nilpotent linear transformations are similar if and only if they have the same invariants.

Proof. The discussion preceding the theorem has proved that if the two nilpotent linear transformations have different invariants, then they cannot be similar, for their respective matrices

$$
\left(\begin{array}{lll}
M_{n_{1}} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & M_{n_{r}}
\end{array}\right) \text { and }\left(\begin{array}{lll}
M_{m_{1}} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & M_{m_{s}}
\end{array}\right)
$$

cannot be similar.
In the other direction, if the two nilpotent linear transformations $S$ and $T$ have the same invariants $n_{1} \geq \cdots \geq n_{r}$, by Theorem 6.5 .1 there are bases $v_{1}, \ldots, v_{n}$ and $w_{1}, \ldots, w_{n}$ of $V$ such that the matrix of $S$ in $v_{1}, \ldots, v_{n}$ and that of $T$ in $w_{1}, \ldots, w_{n}$, are each equal to

$$
\left(\begin{array}{lll}
M_{n_{1}} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & M_{n_{r}}
\end{array}\right)
$$

But if $A$ is the linear transformation defined on $V$ by $v_{i} A=w_{i}$, then $S=$ $A T A^{-1}$ (Prove! Compare with Problem 32 at the end of Section 6.3), whence $S$ and $T$ are similar.

Let us compute an example. Let

$$
T=\left(\begin{array}{lll}
0 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \in F_{3}
$$

act on $F^{(3)}$ with basis $u_{1}=(1,0,0), u_{2}=(0,1,0), u_{3}=(0,0,1)$. Let $v_{1}=u_{1}, v_{2}=u_{1} T=u_{2}+u_{3}, v_{3}=u_{3}$; in the basis $v_{1}, v_{2}, v_{3}$ the matrix of $T$ is

$$
\left(\begin{array}{cc|c}
0 & 1 & 0 \\
0 & 0 & 0 \\
\hline 0 & 0 & 0
\end{array}\right),
$$

so that the invariants of $T$ are 2,1 . If $A$ is the matrix of the change of basis, namely

$$
\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1
\end{array}\right)
$$

a simple computation shows that

$$
A T A^{-1}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

One final remark: the invariants of $T$ determine a partition of $n$, the dimension of $V$. Conversely, any partition of $n, n_{1} \geq \cdots \geq n_{r}, n_{1}+$ $n_{2}+\cdots+n_{r}=n$, determines the invariants of the nilpotent linear transformation.

$$
\left(\begin{array}{lll}
M_{n_{1}} & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & M_{n_{r}}
\end{array}\right) .
$$

Thus the number of distinct similarity classes of nilpotent $n \times n$ matrices is precisely $p(n)$, the number of partitions of $n$.

### 6.6 Canonical Forms: A Decomposition of $\boldsymbol{V}$ : Jordan Form

Let $V$ be a finite-dimensional vector space over $F$ and let $T$ be an arbitrary element in $A_{F}(V)$. Suppose that $V_{1}$ is a subspace of $V$ invariant under $T$. Therefore $T$ induces a linear transformation $T_{1}$ on $V_{1}$ defined by $u T_{1}=$ $u T$ for every $u \in V_{1}$. Given any polynomial $q(x) \in F[x]$, we claim that the linear transformation induced by $q(T)$ on $V_{1}$ is precisely $q\left(T_{1}\right)$. (The proof of this is left as an exercise.) In particular, if $q(T)=0$ then $q\left(T_{1}\right)=$ 0 . Thus $T_{1}$ satisfies any polynomial satisfied by $T$ over $F$. What can be said in the opposite direction?

LEMMA 6.6.1 Suppose that $V=V_{1} \oplus V_{2}$, where $V_{1}$ and $V_{2}$ are subspaces of $V$ invariant under $T$. Let $T_{1}$ and $T_{2}$ be the linear transformations induced by $T$ on $V_{1}$ and $V_{2}$, respectively. If the minimal polynomial of $T_{1}$ over $F$ is $p_{1}(x)$ while that of $T_{2}$ is $p_{2}(x)$, then the minimal polynomial for $T$ over $F$ is the least common multiple of $p_{1}(x)$ and $p_{2}(x)$.

Proof. If $p(x)$ is the minimal polynomial for $T$ over $F$, as we have seen above, both $p\left(T_{1}\right)$ and $p\left(T_{2}\right)$ are zero, whence $p_{1}(x) \mid p(x)$ and $p_{2}(x) \mid p(x)$. But then the least common multiple of $p_{1}(x)$ and $p_{2}(x)$ must also divide $p(x)$.

On the other hand, if $q(x)$ is the least common multiple of $p_{1}(x)$ and $p_{2}(x)$, consider $q(T)$. For $v_{1} \in V_{1}$, since $p_{1}(x) \mid q(x), v_{1} q(T)=v_{1} q\left(T_{1}\right)=0$; similarly, for $v_{2} \in V_{2}, v_{2} q(T)=0$. Given any $v \in V, v$ can be written as $v=v_{1}+v_{2}$, where $v_{1} \in V_{1}$ and $v_{2} \in V_{2}$, in consequence of which $v q(T)=$ $\left(v_{1}+v_{2}\right) q(T)=v_{1} q(T)+v_{2} q(T)=0$. Thus $q(T)=0$ and $T$ satisfies $q(x)$. Combined with the result of the first paragraph, this yields the lemma.

COROLLARY If $V=V_{1} \oplus \cdots \oplus V_{k}$ where each $V_{i}$ is invariant under $T$ and if $p_{i}(x)$ is the minimal polynomial over $F$ of $T_{i}$, the linear transformation induced by $T$ on $V_{i}$, then the minimal polynomial of $T$ over $F$ is the least common multiple of $p_{1}(x), p_{2}(x), \ldots, p_{k}(x)$.

We leave the proof of the corollary to the reader.
Let $T \in A_{F}(V)$ and suppose that $p(x)$ in $F[x]$ is the minimal polynomial of $T$ over $F$. By Lemma 3.9.5, we can factor $p(x)$ in $F[x]$ in a unique way as $p(x)=q_{1}(x)^{l_{1}} q_{2}(x)^{l_{2}} \cdots q_{k}(x)^{l_{k}}$, where the $q_{i}(x)$ are distinct irreducible polynomials in $F[x]$ and where $l_{1}, l_{2}, \ldots, l_{k}$ are positive integers. Our objective is to decompose $V$ as a direct sum of subspaces invariant under $T$ such that on each of these the linear transformation induced by $T$ has, as minimal polynomial, a power of an irreducible polynomial. If $k=1$, $V$ itself already does this for us. So, suppose that $k>1$.

Let $V_{1}=\left\{v \in V \mid v q_{1}(T)^{l_{1}}=0\right\}, \quad V_{2}=\left\{v \in V \mid v q_{2}(T)^{l_{2}}=0\right\}, \ldots$, $V_{k}=\left\{v \in V \mid v q_{k}(T)^{l_{k}}=0\right\}$. It is a triviality that each $V_{i}$ is a subspace of $V$. In addition, $V_{i}$ is invariant under $T$, for if $u \in V_{i}$, since $T$ and $q_{i}(T)$ commute, $(u T) q_{i}(T)^{l_{i}}=\left(u q_{i}(T)^{l_{i}}\right) T=0 T=0$. By the definition of $V_{i}$, this places $u T$ in $V_{i}$. Let $T_{i}$ be the linear transformation induced by $T$ on $V_{i}$.
THEOREM 6.6.1 For each $i=1,2, \ldots, k, V_{i} \neq(0)$ and $V=V_{1} \oplus V_{2} \oplus$ $\cdots \oplus V_{k}$. The minimal polynomial of $T_{i}$ is $q_{i}(x)^{l_{i}}$.
Proof. If $k=1$ then $V=V_{1}$ and there is nothing that needs proving. Suppose then that $k>1$.

We first want to prove that each $V_{i} \neq(0)$. Towards this end, we introduce the $k$ polynomials:

$$
\begin{aligned}
& h_{1}(x)=q_{2}(x)^{l_{2}} q_{3}(x){ }^{l_{3}} \cdots q_{k}(x) l_{k}^{l_{k}}, \\
& h_{2}(x)=q_{1}(x)^{l_{1}} q_{3}(x)^{l_{3}} \cdots q_{k}(x)^{l_{k}}, \ldots, \\
& h_{i}(x)=\prod_{j \neq i} q_{j}(x)^{l_{j}}, \cdots, \\
& \vdots \\
& h_{k}(x)=q_{1}(x)^{l_{1}} q_{2}(x)^{l_{2}} \cdots q_{k-1}(x)^{l_{k-1}} .
\end{aligned}
$$

Since $k>1, h_{i}(x) \neq p(x)$, whence $h_{i}(T) \neq 0$. Thus, given $i$, there is a $v \in V$ such that $w=v h_{i}(T) \neq 0$. But $w q_{i}(T)^{l_{i}}=v\left(h_{i}(T) q_{i}(T)^{t_{i}}\right)=v p(T)$
$=0$. In consequence, $w \neq 0$ is in $V_{i}$ and so $V_{i} \neq(0)$. In fact, we have shown a little more, namely, that $V h_{i}(T) \neq(0)$ is in $V_{i}$. Another remark about the $h_{i}(x)$ is in order now: if $v_{j} \in V_{j}$ for $j \neq i$, since $q_{j}(x)^{l_{j}} \mid h_{i}(x)$, $v_{j} h_{i}(T)=0$.

The polynomials $h_{1}(x), h_{2}(x), \ldots, h_{k}(x)$ are relatively prime. (Prove!) Hence by Lemma 3.9.4 we can find polynomials $a_{1}(x), \ldots, a_{k}(x)$ in $F[x]$ such that $a_{1}(x) h_{1}(x)+\cdots+a_{k}(x) h_{k}(x)=1$. From this we get $a_{1}(T) h_{1}(T)+\cdots+a_{k}(T) h_{k}(T)=1$, whence, given $v \in V, \quad v=v 1=$ $v\left(a_{1}(T) h_{1}(T)+\cdots+a_{k}(T) h_{k}(T)\right)=v a_{1}(T) h_{1}(T)+\cdots+v a_{k}(T) h_{k}(T)$. Now, each $v a_{i}(T) h_{i}(T)$ is in $V h_{i}(T)$, and since we have shown above that $V h_{i}(T) \subset V_{i}$, we have now exhibited $v$ as $v=v_{1}+\cdots+v_{k}$, where each $v_{i}=v a_{i}(T) h_{i}(T)$ is in $V_{i}$. Thus $V=V_{1}+V_{2}+\cdots+V_{k}$.

We must now verify that this sum is a direct sum. To show this, it is enough to prove that if $u_{1}+u_{2}+\cdots+u_{k}=0$ with each $u_{i} \in V_{i}$, then each $u_{i}=0$. So, suppose that $u_{1}+u_{2}+\cdots+u_{k}=0$ and that some $u_{i}$, say $u_{1}$, is not 0 . Multiply this relation by $h_{1}(T)$; we obtain $u_{1} h_{1}(T)+\cdots+$ $u_{k} h_{1}(T)=0 h_{1}(T)=0$. However, $u_{j} h_{1}(T)=0$ for $j \neq 1$ since $u_{j} \in V_{j}$; the equation thus reduces to $u_{1} h_{1}(T)=0$. But $u_{1} q_{1}(T)^{l_{1}}=0$ and since $h_{1}(x)$ and $q_{1}(x)$ are relatively prime, we are led to $u_{1}=0$ (Prove!) which is, of course, inconsistent with the assumption that $u_{1} \neq 0$. So far we have succeeded in proving that $V=V_{1} \oplus V_{2} \oplus \cdots \oplus V_{k}$.

To complete the proof of the theorem, we must still prove that the minimal polynomial of $T_{i}$ on $V_{i}$ is $q(x)^{l_{i}}$. By the definition of $V_{i}$, since $V_{i} q_{i}(T)^{l_{i}}=0, q_{i}\left(T_{i}\right)^{t_{i}}=0$, whence the minimal equation of $T_{i}$ must be a divisor of $q_{i}(x)^{l_{i}}$, thus of the form $q_{i}(x)^{f_{i}}$ with $f_{i} \leq l_{i}$. By the corollary to Lemma 6.6.1 the minimal polynomial of $T$ over $F$ is the least common multiple of $q_{1}(x)^{f_{1}}, \ldots, q_{k}(x)^{f_{k}}$ and so must be $q_{1}(x)^{f_{1}} \cdots q_{k}(x)^{f_{k}}$. Since this minimal polynomial is in fact $q_{1}(x)^{l_{1}} \cdots q_{k}(x)^{l_{k}}$ we must have that $f_{1} \geq l_{1}, f_{2} \geq l_{2}, \ldots, f_{k} \geq l_{k}$. Combined with the opposite inequality above, this yields the desired result $l_{i}=f_{i}$ for $i=1,2, \ldots, k$ and so completes the proof of the theorem.

If all the characteristic roots of $T$ should happen to lie in $F$, then the minimal polynomial of $T$ takes on the especially nice form $q(x)=$ $\left(x-\lambda_{1}\right)^{l_{1}} \cdots\left(x-\lambda_{k}\right)^{l_{k}}$ where $\lambda_{1}, \ldots, \lambda_{k}$ are the distinct characteristic roots of $T$. The irreducible factors $q_{i}(x)$ above are merely $q_{i}(x)=x-\lambda_{i}$. Note that on $V_{i}, T_{i}$ only has $\lambda_{i}$ as a characteristic root.

COROLLARY If all the distinct characteristic roots $\lambda_{i}, \ldots, \lambda_{k}$ of $T$ lie in $F$, then $V$ can be written as $V=V_{1} \oplus \cdots \oplus V_{k}$ where $V_{i}=\left\{v \in V \mid v\left(T-\lambda_{i}\right)^{l_{i}}=0\right\}$ and where $T_{i}$ has only one characteristic root, $\lambda_{i}$, on $V_{i}$.

Let us go back to the theorem for a moment; we use the same notation
$T_{i}, V_{i}$ as in the theorem. Since $V=V_{1} \oplus \cdots \oplus V_{k}$, if $\operatorname{dim} V_{i}=n_{i}$, by Lemma 6.5.1 we can find a basis of $V$ such that in this basis the matrix of $T$ is of the form

$$
\left(\begin{array}{llll}
A_{1} & & & \\
& A_{2} & & \\
& & \ddots & \\
& & & A_{k}
\end{array}\right),
$$

where each $A_{i}$ is an $n_{i} \times n_{i}$ matrix and is in fact the matrix of $T_{i}$.
What exactly are we looking for? We want an element in the similarity class of $T$ which we can distinguish in some way. In light of Theorem 6.3.2 this can be rephrased as follows: We seek a basis of $V$ in which the matrix of $T$ has an especially simple (and recognizable) form.

By the discussion above, this search can be limited to the linear transformations $T_{i}$; thus the general problem can be reduced from the discussion of general linear transformations to that of the special linear transformations whose minimal polynomials are powers of irreducible polynomials. For the special situation in which all the characteristic roots of $T$ lie in $F$ we do it below. The general case in which we put no restrictions on the characteristic roots of $T$ will be done in the next section.

We are now in the happy position where all the pieces have been constructed and all we have to do is to put them together. This results in the highly important and useful theorem in which is exhibited what is usually called the Jordan canonical form. But first a definition.

DEFINITION The matrix

$$
\left(\begin{array}{ccccc}
\lambda & 1 & 0 & \ldots & 0 \\
0 & \lambda & & \ldots & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & \cdot \\
\cdot & & & & 1 \\
0 & & & \ldots & \lambda
\end{array}\right),
$$

with $\lambda$ 's on the diagonal, 1 's on the superdiagonal, and 0 's elsewhere, is a basic Jordan block belonging to $\lambda$.

THEOREM 6.6.2 Let $T \in A_{F}(V)$ have all its distinct characteristic roots, $\lambda_{1}, \ldots, \lambda_{k}$, in $F$. Then a basis of $V$ can be found in which the matrix $T$ is of the form

$$
\left(\begin{array}{cccc}
J_{1} & & & \\
& J_{2} & & \\
& & \ddots & \\
& & & J_{k}
\end{array}\right)
$$

where each

$$
J_{i}=\left(\begin{array}{llll}
B_{i 1} & & & \\
& B_{i 2} & & \\
& & \ddots & B_{i r_{i}}
\end{array}\right)
$$

and where $B_{i 1}, \ldots, B_{i r_{i}}$ are basic Jordan blocks belonging to $\lambda_{i}$.
Proof. Before starting, note that an $m \times m$ basic Jordan block belonging to $\lambda$ is merely $\lambda+M_{m}$, where $M_{m}$ is as defined at the end of Lemma 6.5.2.

By the combinations of Lemma 6.5.1 and the corollary to Theorem 6.6.1, we can reduce to the case when $T$ has only one characteristic root $\lambda$, that is, $T-\lambda$ is nilpotent. Thus $T=\lambda+(T-\lambda)$, and since $T-\lambda$ is nilpotent, by Theorem 6.5 .1 there is a basis in which its matrix is of the form

$$
\left(\begin{array}{ccc}
M_{n_{1}} & & \\
& \ddots & \\
& & M_{n_{r}}
\end{array}\right)
$$

But then the matrix of $T$ is of the form

$$
\left(\begin{array}{llll}
\lambda & & & \\
& \lambda & & \\
& & \ddots & \\
& & & \lambda
\end{array}\right)+\left(\begin{array}{ccc}
M_{n_{1}} & & \\
& \ddots & \\
& & M_{n_{r}}
\end{array}\right)=\left(\begin{array}{lll}
B_{n_{1}} & & \\
& \ddots & \\
& & B_{n_{r}}
\end{array}\right)
$$

using the first remark made in this proof about the relation of a basic Jordan block and the $M_{m}$ 's. This completes the theorem.

Using Theorem 6.5 .1 we could arrange things so that in each $J_{i}$ the size of $B_{i 1} \geq$ size of $B_{i 2} \geq \cdots$. When this has been done, then the matrix

$$
\left(\begin{array}{lll}
J_{1} & & \\
& \ddots & \\
& & J_{k}
\end{array}\right)
$$

is called the Jordan form of $T$. Note that Theorem 6.6.2, for nilpotent matrices, reduces to Theorem 6.5.1.

We leave as an exercise the following: Two linear transformations in $A_{F}(V)$ which have all their characteristic roots in $F$ are similar if and only if they can be brought to the same Jordan form.

Thus the Jordan form acts as a "determiner" for similarity classes of this type of linear transformation.

In matrix terms Theorem 6.6 .2 can be stated as follows: Let $A \in F_{n}$ and suppose that $K$ is the splitting field of the minimal polynomial of $A$ over $F$; then an invertible matrix $C \in K_{n}$ can be found so that $C A C^{-1}$ is in Jordan form.

We leave the few small points needed to make the transition from Theorem 6.6.2 to its matrix form, just given, to the reader.

One final remark: If $A \in F_{n}$ and if in $K_{n}$, where $K$ is the splitting field of the minimal polynomial of $A$ over $F$,

$$
C A C^{-1}=\left(\begin{array}{llll}
J_{1} & & & \\
& J_{2} & & \\
& & \ddots & \\
& & & J_{k}
\end{array}\right)
$$

where each $J_{i}$ corresponds to a different characteristic root, $\lambda_{i}$, of $A$, then the multiplicity of $\lambda_{i}$ as a characteristic root of $A$ is defined to be $n_{i}$, where $J_{i}$ is an $n_{i} \times n_{i}$ matrix. Note that the sum of the multiplicities is exactly $n$.

Clearly we can similarly define the multiplicity of a characteristic root of a linear transformation.

## Problems

1. If $S$ and $T$ are nilpotent linear transformations which commute, prove that $S T$ and $S+T$ are nilpotent linear transformations.
2. By a direct matrix computation, show that

$$
\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \text { and }\left(\begin{array}{cccc}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

are not similar.
3. If $n_{1} \geq n_{2}$ and $m_{1} \geq m_{2}$, by a direct matrix computation prove that

$$
\left(\begin{array}{ll}
M_{n_{1}} & \\
& M_{n_{2}}
\end{array}\right) \text { and }\left(\begin{array}{ll}
M_{m_{1}} & \\
& M_{m_{2}}
\end{array}\right)
$$

are similar if and only if $n_{1}=m_{1}, n_{2}=m_{2}$.
*4. If $n_{1} \geq n_{2} \geq n_{3}$ and $m_{1} \geq m_{2} \geq m_{3}$, by a direct matrix computation prove that

$$
\left(\begin{array}{lll}
M_{n_{1}} & & \\
& M_{n_{2}} & \\
& & M_{n_{3}}
\end{array}\right) \text { and }\left(\begin{array}{lll}
M_{m_{1}} & & \\
& M_{m_{2}} & \\
& & M_{m_{3}}
\end{array}\right)
$$

are similar if and only if $n_{1}=m_{1}, n_{2}=m_{2}, n_{3}=m_{3}$.
5. (a) Prove that the matrix

$$
\left(\begin{array}{rrr}
1 & 1 & 1 \\
-1 & -1 & -1 \\
1 & 1 & 0
\end{array}\right)
$$

is nilpotent, and find its invariants and Jordan form.
(b) Prove that the matrix in part (a) is not similar to

$$
\left(\begin{array}{rrr}
1 & 1 & 1 \\
-1 & -1 & -1 \\
1 & 0 & 0
\end{array}\right)
$$

6. Prove Lemma 6.6.1 and its corollary even if the sums involved are not direct sums.
7. Prove the statement made to the effect that two linear transformations in $A_{F}(V)$ all of whose characteristic roots lie in $F$ are similar if and only if their Jordan forms are the same (except for a permutation in the ordering of the characteristic roots).
8. Complete the proof of the matrix version of Theorem 6.6.2, given in the text.
9. Prove that the $n \times n$ matrix

$$
\left(\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & 0 \\
1 & 0 & 0 & \ldots & 0 & 0 \\
0 & 1 & 0 & \ldots & 0 & 0 \\
0 & 0 & 1 & \ldots & 0 & 0 \\
\vdots & & & \ddots & & \vdots \\
0 & 0 & 0 & & 1 & 0
\end{array}\right)
$$

having entries l's on the subdiagonal and 0's elsewhere, is similar to $M_{n}$.
10. If $F$ has characteristic $p>0$ prove that $A=\left(\begin{array}{ll}1 & \alpha \\ 0 & 1\end{array}\right)$ satisfies $A^{p}=1$.
11. If $F$ has characteristic 0 prove that $A=\left(\begin{array}{ll}1 & \alpha \\ 0 & 1\end{array}\right)$ satisfies $A^{m}=1$, for $m>0$, only if $\alpha=0$.
12. Find all possible Jordan forms for
(a) All $8 \times 8$ matrices having $x^{2}(x-1)^{3}$ as minimal polynomial.
(b) All $10 \times 10$ matrices, over a field of characteristic different from 2, having $x^{2}(x-1)^{2}(x+1)^{3}$ as minimal polynomial.
13. Prove that the $n \times n$ matrix

$$
A=\left(\begin{array}{ccccc}
1 & 1 & 1 & \ldots & 1 \\
1 & 1 & 1 & \ldots & 1 \\
\vdots & & & & \\
1 & 1 & 1 & \ldots & 1
\end{array}\right)
$$

is similar to

$$
\left(\begin{array}{ccccc}
n & 0 & 0 & \ldots & 0 \\
0 & 0 & 0 & \ldots & 0 \\
\vdots & & & & \vdots \\
0 & 0 & 0 & \ldots & 0
\end{array}\right)
$$

if the characteristic of $F$ is 0 or if it is $p$ and $p \nmid n$. What is the multiplicity of 0 as a characteristic root of $A$ ?

A matrix $A=\left(\alpha_{i j}\right)$ is said to be a diagonal matrix if $\alpha_{i j}=0$ for $i \neq j$, that is, if all the entries off the main diagonal are 0 . A matrix (or linear transformation) is said to be diagonalizable if it is similar to a diagonal matrix (has a basis in which its matrix is diagonal).
14. If $T$ is in $A(V)$ then $T$ is diagonalizable (if all its characteristic roots are in $F$ ) if and only if whenever $v(T-\lambda)^{m}=0$, for $v \in V$ and $\lambda \in F$, then $v(T-\lambda)=0$.
15. Using the result of Problem 14, prove that if $E^{2}=E$ then $E$ is diagonalizable.
16. If $E^{2}=E$ and $F^{2}=F$ prove that they are similar if and only if they have the same rank.
17. If the multiplicity of each characteristic root of $T$ is 1 , and if all the characteristic roots of $T$ are in $F$, prove that $T$ is diagonalizable over $F$.
18. If the characteristic of $F$ is 0 and if $T \in A_{F}(V)$ satisfies $T^{m}=1$, prove that if the characteristic roots of $T$ are in $F$ then $T$ is diagonalizable. (Hint: Use the Jordan form of $T$.)
*19. If $A, B \in F$ are diagonalizable and if they commute, prove that there is an element $C \in F_{n}$ such that both $C A C^{-1}$ and $C B C^{-1}$ are diagonal.
20. Prove that the result of Problem 19 is false if $A$ and $B$ do not commute.

### 6.7 Canonical Forms: Rational Canonical Form

The Jordan form is the one most generally used to prove theorems about linear transformations and matrices. Unfortunately, it has one distinct, serious drawback in that it puts requirements on the location of the characteristic roots. True, if $T \in A_{F}(V)$ (or $A \in F_{n}$ ) does not have its characteristic roots in $F$ we need but go to a finite extension, $K$, of $F$ in which all the characteristic roots of $T$ lie and then to bring $T$ to Jordan form over $K$. In fact, this is a standard operating procedure; however, it proves the result in $K_{n}$ and not in $F_{n}$. Very often the result in $F_{n}$ can be inferred from that in $K_{n}$, but there are many occasions when, after a result has been established for $A \in F_{n}$, considered as an element in $K_{n}$, we cannot go back from $K_{n}$ to get the desired information in $F_{n}$.

Thus we need some canonical form for elements in $A_{F}(V)$ (or in $F_{n}$ ) which presumes nothing about the location of the characteristic roots of its elements, a canonical form and a set of invariants created in $A_{F}(V)$ itself using only its elements and operations. Such a canonical form is provided us by the rational canonical form which is described below in Theorem 6.7.1 and its corollary.

Let $T \in A_{F}(V)$; by means of $T$ we propose to make $V$ into a module over $F[x]$, the ring of polynomials in $x$ over $F$. We do so by defining, for any polynomial $f(x)$ in $F[x]$, and any $v \in V, f(x) v=v f(T)$. We leave the verification to the reader that, under this definition of multiplication of elements of $V$ by elements of $F[x], V$ becomes an $F[x]$-module.

Since $V$ is finite-dimensional over $F$, it is finitely generated over $F$, hence, all the more so over $F[x]$ which contains $F$. Moreover, $F[x]$ is a Euclidean ring; thus as a finitely generated module over $F[x]$, by Theorem 4.5.1, $V$ is the direct sum of a finite number of cyclic submodules. From the very way in which we have introduced the module structure on $V$, each of these cyclic submodules is invariant under $T$; moreover there is an element $m_{0}$, in such a submodule $M$, such that every element $m$, in $M$, is of the form $m=m_{0} f(T)$ for some $f(x) \in F[x]$.

To determine the nature of $T$ on $V$ it will be, therefore, enough for us to know what $T$ looks like on a cyclic submodule. This is precisely what we intend, shortly, to determine.

But first to carry out a preliminary decomposition of $V$, as we did in Theorem 6.6.1, according to the decomposition of the minimal polynomial of $T$ as a product of irreducible polynomials.

Let the minimal polynomial of $T$ over $F$ be $p(x)=q_{1}(x)^{e_{1}} \cdots q_{k}(x)^{e_{k}}$, where the $q_{i}(x)$ are distinct irreducible polynomials in $F[x]$ and where each $e_{i}>0$; then, as we saw earlier in Theorem 6.6.1, $V=V_{1} \oplus V_{2} \oplus \cdots$ $\oplus V_{k}$ where each $V_{i}$ is invariant under $T$ and where the minimal polynomial of $T$ on $V_{i}$ is $q_{i}(x)^{\boldsymbol{e}_{i}}$. To solve the nature of a cyclic submodule for an arbitrary $T$ we see, from this discussion, that it suffices to settle it for a $T$ whose minimal polynomial is a power of an irreducible one.

We prove the
LEMMA 6.7.1 Suppose that $T$, in $A_{F}(V)$, has as minimal polynomial over $F$ the polynomial $p(x)=\gamma_{0}+\gamma_{1} x+\cdots+\gamma_{r-1} x^{r-1}+x^{r}$. Suppose, further, that $V$, as a module (as described above), is a cyclic module (that is, is cyclic relative to T.) Then there is basis of $V$ over $F$ such that, in this basis, the matrix of $T$ is

$$
\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & & & & \\
0 & 0 & 0 & \cdots & 1 \\
-\gamma_{0} & -\gamma_{1} & . & \cdots & -\gamma_{r-1}
\end{array}\right)
$$

Proof. Since $V$ is cyclic relative to $T$, there exists a vector $v$ in $V$ such that every element $w$, in $V$, is of the form $w=v f(T)$ for some $f(x)$ in $F[x]$.

Now if for some polynomial $s(x)$ in $F[x], v s(T)=0$, then for any $w$ in $V$, ws $(T)=(v f(T)) s(T)=v s(T) f(T)=0$; thus $s(T)$ annihilates all of $V$ and so $s(T)=0$. But then $p(x) \mid s(x)$ since $p(x)$ is the minimal poly-
nomial of $T$. This remark implies that $v, v T, v T^{2}, \ldots, v T^{r-1}$ are linearly independent over $F$, for if not, then $\alpha_{0} v+\alpha_{1} v T+\cdots+\alpha_{r-1} v T^{r-1}=0$ with $\alpha_{0}, \ldots, \alpha_{r-1}$ in $F$. But then $v\left(\alpha_{0}+\alpha_{1} T+\cdots+\alpha_{r-1} T^{r-1}\right)=0$, hence by the above discussion $p(x) \mid\left(\alpha_{0}+\alpha_{1} x+\cdots+\alpha_{r-1} x^{r-1}\right)$, which is impossible since $p(x)$ is of degree $r$ unless

$$
\alpha_{0}=\alpha_{1}=\cdots=\alpha_{r-1}=0 .
$$

Since $T^{r}=-\gamma_{0}-\gamma_{1} T-\cdots-\gamma_{r-1} T^{r-1}$, we immediately have that $T^{r+k}$, for $k \geq 0$, is a linear combination of $1, T, \ldots, T^{r-1}$, and so $f(T)$, for any $f(x) \in F[x]$, is a linear combination of $1, T, \ldots, T^{r-1}$ over $F$. Since any $w$ in $V$ is of the form $w=v f(T)$ we get that $w$ is a linear combination of $v, v T, \ldots, v T^{r-1}$.
We have proved, in the above two paragraphs, that the elements $v, v T$, $\ldots, v T^{r-1}$ form a basis of $V$ over $F$. In this basis, as is immediately verified, the matrix of $T$ is exactly as claimed

DEFINITION If $f(x)=\gamma_{0}+\gamma_{1} x+\cdots+\gamma_{r-1} x^{r-1}+x^{r}$ is in $F[x]$, then the $r \times r$ matrix

$$
\left(\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & \ldots & 0 \\
\vdots & & & & \\
0 & 0 & 0 & \ldots & 1 \\
-\gamma_{0} & -\gamma_{1} & . & \ldots & -\gamma_{r-1}
\end{array}\right)
$$

is called the companion matrix of $f(x)$. We write it as $C(f(x))$.
Note that Lemma 6.7.1 says that if $V$ is cyclic relative to $T$ and if the minimal polynomial of $T$ in $F[x]$ is $p(x)$ then for some basis of $V$ the matrix of $T$ is $C(p(x))$.

Note further that the matrix $C(f(x))$, for any monic $f(x)$ in $F[x]$, satisfies $f(x)$ and has $f(x)$ as its minimal polynomial. (See Problem 4 at the end of this section; also Problem 29 at the end of Section 6.1.)

We now prove the very important
THEOREM 6.7.1 If $T$ in $A_{F}(V)$ has as minimal polynomial $p(x)=q(x)^{e}$, where $q(x)$ is a monic, irreducible polynomial in $F[x]$, then a basis of $V$ over $F$ can be found in which the matrix of $T$ is of the form

$$
\left(\begin{array}{llll}
C\left(q(x)^{e_{1}}\right) & & & \\
& C\left(q(x)^{e_{2}}\right) & & \\
& & \ddots & \\
& & & C(x)^{\left.e_{r}\right)}
\end{array}\right)
$$

where $e=e_{1} \geq e_{2} \geq \cdots \geq e_{r}$.
Proof. Since $V$, as a module over $F[x]$, is finitely generated, and since $F[x]$ is Euclidean, we can decompose $V$ as $V=V_{1} \oplus \cdots \oplus V_{r}$, where the
$V_{i}$ are cyclic modules. The $V_{i}$ are thus invariant under $T$; if $T_{i}$ is the linear transformation induced by $T$ on $V_{i}$, its minimal polynomial must be a divisor of $p(x)=q(x)^{e}$ so is of the form $q(x)^{e_{i}}$. We can renumber the spaces so that $e_{1} \geq e_{2} \geq \cdots \geq e_{r}$.

Now $q(T)^{e_{1}}$ annihilates each $V_{i}$, hence annihilates $V$, whence $q(T)^{e_{1}}=$ 0 . Thus $e_{1} \geq e$; since $e_{1}$ is clearly at most $e$ we get that $e_{1}=e$.

By Lemma 6.7.1, since each $V_{i}$ is cyclic relative to $T$, we can find a basis such that the matrix of the linear transformation of $T_{i}$ on $V_{i}$ is $C\left(q(x)^{e_{i}}\right)$. Thus by Theorem 6.6 .1 a basis of $V$ can be found so that the matrix of $T$ in this basis is

$$
\left(\begin{array}{cccc}
C\left(q(x)^{e}\right) & & & \\
& C\left(q(x)^{e_{2}}\right) & & \\
& & \ddots & \\
& & & C\left(q(x)^{e_{r}}\right)
\end{array}\right)
$$

COROLLARY If T in $A_{F}(V)$ has minimal polynomial $p(x)=q_{1}(x)^{l_{1}} \cdots q_{k}(x)^{l_{k}}$ over $F$, where $q_{1}(x), \ldots, q_{k}(x)$ are irreducible distinct polynomials in $F[x]$, then a basis of $V$ can be found in which the matrix of $T$ is of the form

$$
\left(\begin{array}{cccc}
R_{1} & & & \\
& R_{2} & & \\
& & \ddots & \\
& & & R_{k}
\end{array}\right)
$$

where each

$$
R_{i}=\left(\begin{array}{lll}
C\left(q_{i}(x)^{e_{i_{1}}}\right) & & \\
& \ddots & \\
& & C\left(q_{i}(x)^{e_{i r_{i}}}\right)
\end{array}\right)
$$

where $e_{i}=e_{i 1} \geq e_{i 2} \geq \cdots \geq e_{i r_{i}}$.
Proof. By Theorem 6.5.1, $V$ can be decomposed into the direct sum $V=V_{1} \oplus \cdots \oplus V_{k}$, where each $V_{i}$ is invariant under $T$ and where the minimal polynomial of $T_{i}$, the linear transformation induced by $T$ on $V_{i}$, has as minimal polynomial $q_{i}(x)^{e_{i}}$. Using Lemma 6.5 .1 and the theorem just proved, we obtain the corollary. If the degree of $q_{i}(x)$ is $d_{i}$, note that the sum of all the $d_{i} e_{i j}$ is $n$, the dimension of $V$ over $F$.

DEFINITION The matrix of $T$ in the statement of the above corollary is called the rational canonical form of $T$.

DEFINITION The polynomials $q_{1}(x)^{e_{11}}, q_{1}(x)^{e_{12}}, \ldots, q_{1}(x)^{e_{1 r_{1}}}, \ldots, q_{k}(x)^{e_{k 1}}$, $\ldots, q_{k}(x)^{\boldsymbol{e}_{k r_{k}}}$ in $F[x]$ are called the elementary divisors of $T$.

One more definition!

DEFINITION If $\operatorname{dim}_{F}(V)=n$, then the characteristic polynomial of $T$, $p_{T}(x)$, is the product of its elementary divisors.

We shall be able to identify the characteristic polynomial just defined with another polynomial which we shall explicitly construct in Section 6.9. The characteristic polynomial of $T$ is a polynomial of degree $n$ lying in $F[x]$. It has many important properties, one of which is contained in the

REMARK Every linear transformation $T \in A_{\boldsymbol{F}}(V)$ satisfies its characteristic polynomial. Every characteristic root of $T$ is a root of $p_{T}(x)$.

Note 1. The first sentence of this remark is the statement of a very famous theorem, the Cayley-Hamilton theorem. However, to call it that in the form we have given is a little unfair. The meat of the Cayley-Hamilton theorem is the fact that $T$ satisfies $p_{T}(x)$ when $p_{T}(x)$ is given in a very specific, concrete form, easily constructible from $T$. However, even as it stands the remark does have some meat in it, for since the characteristic polynomial is a polynomial of degree $n$, we have shown that every element in $A_{F}(V)$ does satisfy a polynomial of degree $n$ lying in $F[x]$. Until now, we had only proved this (in Theorem 6.4.2) for linear transformations having all their characteristic roots in $F$.

Note 2. As stated the second sentence really says nothing, for whenever $T$ satisfies a polynomial then every characteristic root of $T$ satisfies this same polynomial; thus $p_{T}(x)$ would be nothing special if what were stated in the theorem were all that held true for it. However, the actual story is the following: Every characteristic root of $T$ is a root of $p_{T}(x)$, and conversely, every root of $p_{T}(x)$ is a characteristic root of $T$; moreover, the multiplicity of any root of $p_{T}(x)$, as a root of the polynomial, equals its multiplicity as a characteristic root of $T$. We could prove this now, but defer the proof until later when we shall be able to do it in a more natural fashion.

Proof of the Remark. We only have to show that $T$ satisfies $p_{T}(x)$, but this beomes almost trivial. Since $p_{T}(x)$ is the product of $q_{1}(x)^{e_{11}}, q_{1}(x)^{e_{12}}$, $\ldots, q_{k}(x)^{e_{k 1}}, \ldots$, and since $e_{11}=e_{1}, e_{21}=e_{2}, \ldots, e_{k 1}=e_{k}, p_{T}(x)$ is divisible by $p(x)=q_{1}(x)^{e_{1}} \cdots q_{k}(x)^{e_{k}}$, the minimal polynomial of $T$. Since $p(T)=0$ it follows that $p_{T}(T)=0$.

We have called the set of polynomials arising in the rational canonical form of $T$ the elementary divisors of $T$. It would be highly desirable if these determined similarity in $A_{F}(V)$, for then the similarity classes in $A_{F}(V)$ would be in one-to-one correspondence with sets of polynomials in $F[x]$. We propose to do this, but first we establish a result which implies that two linear transformations have the same elementary divisors.

