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THEORY OF EQUATIONS

1.0 Introduction

In this module, we will study about polynomial functions and various
methods to find out the roots of polynomial equations. ‘Solving equations” was an
important problem from the beginning of study of Mathematics itself. The notion of
complex numbers was first introduced because equations like x2+ 1 =0 has no
solution in the set of real numbers. The “fundamental theorem of algebra” which
states that every polynomial of degree >1 has at least one zero was first proved by
the famous German Mathematician Karl Fredrich Gauss. We shall look at
polynomials in detail and will discuss various methods for solving polynomial

equations.

1.1. Polynomial Functions

Definition:

A function defined by

f(x)=a,x" +ax""'+....+a,, where a,#0, n isanon negative

integer and a, (i =0, 1....,n) are fixed complex numbers is called a polynomial of

degree n in x. Then numbers a«_,aq,,...., a, are called the coefficients of f.

If o is a complex number such that f(a)= 0, then o is called zero of the

polynomial.

1.1.1 Theorem ( Fundamental Theorem of Algebra)

Every polynomial function of degree n >1 has at least one zero.
Remark:

Fundamental theorem of algebra says that, if f(x) = g,.x" +a,x"" + ... +a

where a, #0 is the given polynomial of degree n > 1, then there exists a complex

number o such that a," +a,e™ +  +a, =0.

We use the Fundamental Theorem of Algebra, to prove the following result.



1.1.2 Theorem
Every polynomial of degree n has n and only n zeroes.

Proof:

Let f(x)=a,x"+ax"" +..+a,, where a, #0, beapolynomial of degree n> 1.
By fundamental theorem of algebra, f(x) has at least one zero, let cu be that zero.
Then (x—a,) is a factor of f(x).

Therefore, we can write:

f(x) = (x—a,)0,(x), where Qi(x) is a polynomial function of degree n- 1.
If n-12>1,again by Fundamental Theorem of Algebra, Q, (x) has at least one zero,
say a,.

Therefore, f(x)=(x-a )(x—-a,)0,(x) where Q,(x) is a polynomial function of
degree n-2.

Repeating the above arguments, we get
fl)=(x-a)x-a,)..(x—a,)0,(x), where Qn (x) is a polynomial function
of degree n-n=0, ie, 0, (x) isaconstant.
Equating the coefficient of x* on both sides of the above equation, we get
0,(x)=a,.
Theretore, f(x)=a,(m-a )x-a,)...(x-a,).
If & is any number other than @, a,,...,, then f(x)#0= a isnota zero of f(x).

Hence f(x) has n and only n zeros, namely o, a,....@,.

Note:

Let f(x)=a,x"+ax"" +..+a,a, #0 be annt degree polynomial in x.
Then, ax"+ax""+. +a, =0 ———- (1)
is called a polynomial equation in x of degree n.

A number ¢ is called a root of the equation (1) if & is a zero of the polynomial f(x).

Hence every polynomial equation of degree n has n and only n roots.



Solved Problems
1. Solve x*-4x*+8x+35=0, given 2+ i+/3 is a root.
Solution :

Given that 2+i\/§ is a root of x*—4x®+8x+35=0; since complex roots occurs in

conjugate pairs 2-i+/3 isalso a root of it.

= [x— (2+iv/3)][x~(2-i/3)] = (x—2)2 +3=x? —4x+7 is a factor of the given
polynomial.
Dividing the given polynomial by this factor, we obtain the other factor as
X2 +4x+5.

— A+ .16 -
The roots of X*+4x+5=0 are givenby%(SZO=—Zii.

Hence the roots of the given polynomial are 2+ i\/§, 2- i\/§, -2+i and —-2-i.

2.Solve x*-5x3+4x2+ 8x - 8 =0, given that one of the roots is 1- \5.

Solution:

Since quadratic surds occur in conjugate pairs as roots of a polynomial equation,
1++/5 is also a root of the given polynomial.

— [x=(L=/5)][x-(1+~/5)] = (x-1)? -5= x* = 2x - 4 is a factor.

Dividing the given polynomial by this factor, we obtain the other factor as x?- 3x + 2.
Also, x2-3x+2=(x-2)(x-1)

Thus the roots of the given polynomial equation are 1+ J5,1-4/5,1,2.

3. Find a polynomial equation of the lowest degree with rational coefficients

having 3 and 1 - 2i as two of its roots.

Solution:

Since quadratic surds occur in pairs as roots, — /3 is also a root.

Since complex roots occur in conjugate pairs, 1 + 2i is also a root of the required

polynomial equation. Therefore the desired equation is given by
(x =/3) (x ++/3) (x = (1~ 2i) (x = (1+2i)) = 0
ie, x*-2x3+2x*+6x-15=0
4. Solve 4x5+ x3 +x2-3x +1=0, given that it has rational roots.

Solution:

Let f(x)=4x>+x3+x2-3x+1.



By theorem (1.1.5.), any rational root % (in its lowest terms) must satisfy the

condition that, p is divisor of 1 and q is positive divisor of 4.
So the possible rational roots are +1, + 2, + 4.
Note that f(-1) =0, f(%2)=0. But f(1)#0,f(-2)#0, f(%4)20 and f(1/4) Z0.
Since f(-1) = 0 and f (*2) = 0, we see that (x + 1) and (x - '2) are factors of the given
polynomial. Also by factorizing , we find that
f(x) = (x-"%2) (x +1) (4x3 - 2x2 + 4x - 2)

Note that x =% is a root of the third factor, if we divide 4x3-2x2+4x -2 by x -5,
weobtain  f(x) = (x-12)2(x+1) (4x2+4)

=4 (x-")2(x+1) (x*+1)
Hence the roots of f(x) =0, are %, %, -1, 1.
5.Solve x3-x2-8x+12 =0, given that has a double root.
Solution:
Let f(x)=x3-x2-8x+12
Differentiating, we obtain:

fl(x) = 3x2 - 2x - 8.

Since the multiple roots of f(x) = 0 are also the roots of fl(x) = 0, the product of the
factors corresponding to these roots will be the g.c.d of f(x) and f!(x). Let us find the
g.c.d of f(x)and fl(x).

3x |3x2-2x-8 x3-x2-8x+12
3x2 - 6x 3
4 4x -8 | 3x3-3x2-24x+36 | x
4x -8 | 3x3 - 2x2 - 8x
0 0 -x2-16x + 36
3
-3x2-48x+108 | -1
-3x2+2x+ 8
-50 | - 50x + 100
X -2

Therefore, g.c.d = (x-2)

= f(x) has a factor (x - 2)2.



Also, f(x) = (x-2)2(x +3)
Thus the roots are 2, 2, -3.

6. Show that the equation x3+ qgx +r =0 has two equal roots if 2712+ 4q3=0.

Solution:
Let f(x)=x3+qx+r —-mmmmmemmmmm (1)
Differentiating, we obtain: fl(x) =3x2+q ----------------—- )

Given that f(x) =0 hastwo equal roots, i.e., it has a double root, say o.
Then o isaroot of both f(x) =0 and fl(x) = 0.

From the 2nd equation, we obtain a2= -q /3

Now the first equation can be written as: o (a2+q)+r=0

ie., a(-q/3+q)+r=0 = g=—

Squaring and simplifying, we obtain: ~ 27r2+4q3=0

Relation between the Roots and Coefficients of a Polynomial Equation

Consider the polynomial function f(x) = aox™ + aix™1+ ...+ an, 8, # 0
Let a,,0,,.....,a, be the roots of f(x)=0.
Then we can write f(X) =a,(x—a,)(x—a,)...(x—a,)
Equating the two expressions for f(x), we obtain:
ax"+ax"+..+a, =a,(x-a,)(x-a,)..(x-a,)
Dividing both sides by a,,
X" +[ﬁjx”‘l +....+(%] =(x-a,) (x-a,)..(x—a,)

aO 0
=x"-SX" +S X" —...+(-D"S,
where S; stands for the sum of the products of the roots a,....,a, taken r ata

time.

Comparing the coefficients on both sides , we see that

_"3 _a — n %n
S=—, S=—,.. §=(D)"—.
2 a n ( )

0



Special Cases

If a and B aretherootsof ax2+bx +c=0, (a#0), then a’+,8=_—b and aﬂ=£
a a

If a and B and y are the roots of ax®+ bx2+cx +d =0, (@#0),then a+f+y=—,
a

and a,[>’+[a’y+ay=§ and aﬂyz%.

Examples:

1. If the roots of the equation x3 + px2 + qx + r = 0 are in arithmetic progression,
show that 2p3-9pq+27r =0.
Solution:

Let the roots of the given equationbe a-d, a, a+d.

Then S1=a-d+a+a+d=3a=-p = a=_?

Since a is a root, it satisfies the given polynomial

:(_ %)3 + p.(_ %jz +q.(' %)H =0

On simplification, we obtain ~ 2p3 - 9pq + 27r = 0.
2. Solve 27x3+42x2-28x -8 =0, given that its roots are in geometric progression.

Solution:
a

Let the roots be —,a,ar
r

Then, E.a.ar :aszija:g
r 27 3

) 2 . 2) . .
Since a= 5 is a root, (X—§j is a factor. On division, the other factor of the

polynomial is 27x? + 60x + 12.

_ 2 _ _
Its roots are 601\/60 4x27x12=—2 or -2
2x27 9

Hence the roots of the given polynomial eqution are _?2 -2, %

3. Solve the equation 15x3 - 23x2 + 9x - 1 = 0 whose roots are in harmonic

progression.



Solution:
[Recall that if a, b, c are in harmonic progression, then /4, 1/p, 1/ are in arithmetic

2ac
at+c

]

progression and hence b=

Let a,B,y be the roots of the given polynomial.

Then af+py+ 0(y=3 ........... (1)
15
1
aBy=— ... 2
By="1c (2)
) ) . . _ 2ay
Since a, 3,y are in harmonic progression, [ = N
aty

= ap + Py =2ay

9 9
Substitute in (1), 2ay +ay =-— = 3ay=—
ubstitute in (1), 2ay +ay T % 5
:>a'y:i
15°
. . .3 1
Substitute in (2), we obtain — = —
15° 15

= p= % is a root of the given polynomial.

Proceeding as in the above problem, we find that the roots are %, 1 é .

4. Show that the roots of the equation ax3+bx?+ cx+ d =0 are in geometric
progression, then c3a = b3d.

Solution:

Suppose the roots are E, k, kr
r

Then S kkr=_9
r a

ie, k° _—d
a

Since k is a root, it satisfies the polynomial equation,

ak’3 +bk?+ck+d=0

a(_—dj+bk2+ck+dzo
a



=bk®+ck=0 = bk®=-ck

= (bk?)® = (-ck)® ie, b%k®=—ck®

= b3 d_2 = —Cg(__dj

a’ a

3
M:c3 = b?d=c’a.
a

5. Solve the equation x3-9x2+14x +24 =0, given that two of whose roots are in
the ratio 3: 2.

Solution:

Let the roots be 3a,2a,
Then, a+2a+=5a+F=9 ... 1)
30.2a+2a.4+3a.=14
ie, 6a°+5aB=14.................. (2)
and 3a.2a.B=6a’p=-24
=Sa’f=-4 (3)
From (1), B=9-5a. Substituting this in (2), we obtain
6a® +5a(9-5a) =14

ie, 19a°-450+14=0. Onsolvingwe get a=2 or %

When a = %, from (1), we get S = % . But these values do not satisfy (3).

So, a =2, then from (1), we get f=-1

Therefore, the roots are 4, 6, -1.

Symmetric Functions of the Roots

Consider the expressions like a® + 8> + ) (B-y)* +(y-a)’ +(a - pB)?,
(B+y)(y+a)(a-p). Each of these expressions is a function of a, 3,y with the
property that if any two of a, 8,y are interchanged, the function remains

unchanged.

Such functions are called symmetric functions.



a,,a,,....a, if it remains unchanged by interchanging any two of a,,a,,......a,.

Remark:
The expressions Si, Sy, ....., Sn where S; is the sum of the products of

a,,a,,.....a, taken r at a time, are symmetric functions. These are called elementary

symmetric functions.
Now we discuss some results about the sums of powers of the roots of a given
polynomial equation.
1.3.1. Theorem
The sum of the rth powers of the roots of the equation f(x) =0 is the
()

) in descending powers of x.

coefficient of x in the expansion of

Proof:

Let f(x)=0 be the given nth degree equation and let its roots be
a,,a,,....,a, then, f(x) = a,(x—a,)(Xx—a,)...(x—a,) where a, is some constant.
Taking logarithm, we obtain

log f(x)=loga, +log(x—a;) +....+log(x—a,)

Differentiating w.r.t. x, we have:

i) _ 1 1

f(x) x-a X—a,

Multiplying by x,

1
Xf~(x) = X +o X

f(x) x-a; X—a,

a, ) a )7
o) e
_ X X

2 2
a, o a. a
1+—1+—12+.... Foeen 1+t
X X X X

_n+(Ea )+ (Sa K 4t

Therefore Za’ir is the coefficient of x* in the expansion of

descending powers of x.



Theorem (Newton’s Theorem on the Sum of the Powers of the Roots)
If a,,a,,....,a, are the roots of the equation X" +Px"*+P,x"?+...+P, =0,
and S =a, +...+a,. Then, S +S _R+...+SP_ +rP. =0, if r<n
and S +S_ P+S_,P+..+S_P,=0if r>n.
Proof:

Wehave X" +PX" +Px"?+...+P, =(x-a,)(x-a,)..(x-a,)

Put X=1
y
s L & A
y y y y y y

and then multiplying by y», we obtain:
1+Ry+Ry’ +..+Ry" = (1-ay)1-a,Y)....(1-a,y)
Taking logarithm and differentiating w.r.t y, we get

P+2P,y 3Py +...*nPY™ _-a, -a, = -aq,

1+Py+Py’ +...+Py"  1-a,y 1-a,y 1-a,y

Cross - multiplying, we get

P +2Py+3Py’ +....+nPy" ™ = —(1+Py+PRy*+...+Py")

[Sl +82y+ """ +Sr+1yr *o.. ]

Equating coefficients of like powers of y, we see that
P=-S = S§+1R =0
2P, =-S, -SP, = S,+SPR+2P,=0
3p,=-5,-S,P-SP, = S, +S,AR+SP,+3P,=0,andsoon.
If r < n, equating coefficients of y™! on both sides,

P =-S -S P -S P, ~...-SP,



S +S4P SR+ +SP,+rR =0
=

If r>n, then r-1> n-1.

Equating coefficients of y™! on both sides,

ie, S +S_P+S_ P +...+S_P =0

Remark:

To find the sum of the negative powers of the roots of f(x) =0, put x= 1

and find the sums of the corresponding positive powers of the roots of the new
equati'on
Examples

1. If a,B,y are the roots of the equation x3 + px2 + gx + r = 0, find the value of the

following in terms of the coefficients.

HEL 6 sE (i zap
By a

Solution:

Here a+B+y=-p, aB+By+ay=q, aBy =-r

g oyl oo t,l,1 _a+Bty _-p _p
By aB By ay aBy -r r
(ii) 1 _ 1. 1.1 _af+py+ay _ 9 __Qq
a a B vy apy -r r

(i) Xa’B=a’B+p’a+y’a+yP+ay+ply
= (aB+py+ay)a+p+y)-3aBy =(q.-p)-3(-r)=3r-pq .

2. If a isan imaginary root of the equation X’ -1=0 form the equation whose
rootsare a+a°,a’+a’,a’+a’.
Solution:

Let a=a+a® b=a?+a® c=a®+a’



The required equationis (x-a) (x-b)(x-c)=0
ie, x3-(atb+tc)x2+ (abtbctac)x-abc=0 ............... (1)

6 7
- a'-a _1-a
atb+cza+a’+a’+at+a®+a¢ =MD = =

a-1 a-1 ao-1

-1

(Since a isarootof x”-1=0, wehave a7=1)
Similarly we can find that ab + bc +ac=-2, abc=1.
Thus from (1), the required equation is
x3+x2-2x-1=0
3.If a,B, y aretherootsof x3+3x2+2x+1=0,find Ya® andzaz.
Solution:
Here a +B+y=-3, apf+By+ay=2 afy=-1

Using the identity a3+b3+c3 - 3abc = (a+b+c) (a2+ b2+ c2 - ab - be - ac ), we find that
dYad = (a+B+y) o2 + B2 +y% = (@B + By + ay)|+ 3aBy
= (@+B+y) [[(a+ﬁ+y)2 —2 (aB + By +ay)] —(aﬁ+ﬁy+ay)} +3aBy
=-3(9-4)-2-3

=-9-3=-12

o 1 1 1 B '82y2 +a2y2 +ﬂ2a2
Also, zaz__2+_2+_2 - 202, 2
a* p° vy a“ By

_(ap+By+ay)’ -2X a’By
GZBZVZ

We have:
YaBy=(a+B+y)apy=-3.-1=3

4-23

—
D= Xa = 1

=-2

4. Find the sum of the 4t powers of the roots of the equation x4 - 5x3+ x -1 =0.
Solution:

Let f(x)=x*-5x3+x-1=0
Then f!(x)=4x3-15x>+1



xf*(X)

f(X)

Now, can be evaluated as follows :

4+5+25+122 + 609 +.....
1—5+o+1—1)4—15+o+1+o

4-20+0+4-4
5+H0-3+4
5-25+0+5-5
25-3-1+5
25-125+0+25-25
122-1-20+25
122-610+0+122-122
609-20-97 +122
609 — 3045+ 0+ 609 — 609

Therefore,

xf'x) . 5 25 122 609
LA+ —+—+— ...
f (x) x x> x> x*

Sum of the fourth powers of the roots = coefficient of x-.
= 609.
5.If a+B+y=Loa’+pR*+y* =2, a®*+B°*+y’=3.Finda*+B*+vy*.
Solution:
Let x3+ P1x2 + P2x + P3 = 0 be the equation whose roots are a,f3,y, then
a+B+y=-P =P =-1
By Newton’s theorem,
S2+S1P1+2P2=0
ie, 2+1.(-1)+2P2=0 = P= -1/,
Again, by Newton’s theorem
Ss + SoP1 + S1P2 + 3P3 =0
ie, 3+2.-1+1.-1/,+3.P3=0
= P3=-1/¢
Also Sy + S3P1+ SP2 + 51P3 =0 (By Newton's theorem for the case r < n)
Substituting and simplifying, we obtain Ss= 25/

Thus a4+,84+y4= %

6. Calculate the sum of the cubes of the roots of x4+2x+3=0



AL LABAMA

(DEEMED TO BE UNIVERSITY)
Accredited “A” Grade by NAAC | 12B Status by UGC | Approved by AICTE

www.sathyabama.ac.in

SCHOOL OF SCIENCE AND HUMANITIES
DEPARTMENT OF MATHEMATICS

UNIT - 11 - RECIPROCAL EQUATIONS-SMT1302




RECIPROCAL EQUATIONS

Let a be a solution of the equation.

25 - 3% + V2x¢ + Txe + V2x2 - 3x + 2 = 0. ... (1)
Then a ' 0 (why?) and

206 - 30e + V206 + Tor + V202 - 30+ 2 = 0.

Substituting 1/a for x in the left side of (1), we get

ORCRORBOROR
\ L a \a o a

2 3a+2a2+7a* +2a* -3a° +2a° 0O

6 6
o (9

Thus 1/a is also a solution of (1). Similarly we can see that if a is a solution of the

equation
Xs+ 3x-4xs+4x:-3x—2=0..(2)

then 1/a is also a solution of (2).

Equations (1) and (2) have a common property that, if we replace x by 1/x in the
equation and write it as a polynomial equation, then we get back the same
equation. The immediate question that flares up in our mind is “Can we identify
whether a given equation has this property or not just by seeing it?”” Theorem 3.6

below answers this question.



Definition 3.1

A polynomial P(x) of degree n is said to be a reciprocal polynomial if one of the
following conditions is true:

(i) P(X) = x"P[l} (ii)P(X) =—x"P[1}

X X

A polynomial P(x) of degree nis said to be a reciprocal polynomial of Type I
.\‘"’P[lJ
.“-

A polynomial P(x) of degree nis said to be a reciprocal polynomial of Type Il

20

if P(x) = called a reciprocal equation of Type I.

if P(x) = - called a reciprocal equation of Type II.

Theorem

A polynomial equation a, x* + a.. X' + a.. x> +...+a.x+tax+a=0, (@az0)isa
reciprocal equation if, and only if, one of the following two statements is true:

Na=a,as =a, a:=a....

(ia=-a,au=-a,a.= -a, ...

Proof
Consider the polynomial equation
PX)= aaxtauxt+a.x2+. . +tax+tax+a=0. ... (1)

Replacing x by 1/x in (1), we get



(1

a a a ., a, a ¢

Pt—) = Lyt 2L Lplig =0. ...(2)
X X: X '

- -

X X X
Multiplying both sides of (2) by x, we get

l > 2 y
.\‘"P( — | = ax"+ a,.r”" +a,x""+--+a, ,x"+a,_x+a, =0. o A3)
X

Now, (1) is a reciprocal equation & P(x) =+ x» P (1/x) & (1) and (3) are same .

This is possible <> e . "R S AL I ]
a a a, a. , a. a

0 1 2 n-2 n-l "

Let the proportion be equal to A. Then, we get aJ/a,= A and a/a. = A . Multiplying
these equations, we get A= 1. So, we gettwo casesA=1landA=-1.

Case (i) :
A=1Inthiscase, we havea,=a,,a. =& ,ad-=a,, .....

That is, the coefficients of (1) from the beginning are equal to the coefficients from
the end.

Case (i) :
A=—1Inthis case, we have &, = —a&,, & = @, &2 =z, .....

That is, the coefficients of (1) from the beginning are equal in magnitude to the
coefficients from the end, but opposite in sign.

Note

Reciprocal equations of Type | correspond to those in which the coefficients from
the beginning are equal to the coefficients from the end.

For instance, the equation 6x: + x« — 43x: — 43x: + x + 6 = 0 is of type I.

Reciprocal equations of Type Il correspond to those in which the coefficients from
the beginning are equal in magnitude to the coefficients from the end, but opposite
in sign.



For instance, the equation 6xs — 41x: + 97x: — 97x2 + 41x — 6 = 0 is of Type II.

Remark
(i) A reciprocal equation cannot have 0 as a solution.
(if) The coefficients and the solutions are not restricted to be real.

(iii) The statement “If P(x) = 0 is a polynomial equation such that whenever « is a
root, 1/a is also a root, then the polynomial equation P ( X) = 0 must be a reciprocal
equation” is not true. For instance 2x: — 9x: + 12x —4 =0 is a polynomial equation
whose roots are 2, 2,1/2.

Note that xs P( 1/x) # + P(x) and hence it is not a reciprocal equation. Reciprocal
equations are classified as Type | and Type Il according to a..=a. or a..=-a., r =0,
1, 2,...n. We state some results without proof :

For an odd degree reciprocal equation of Type I, X = —1 must be a solution.
For an odd degree reciprocal equation of Type Il, x = 1 must be a solution.

For an even degree reciprocal equation of Type I, the middle term must be 0
Further x =1 and x = —1 are solutions.

* For an even degree reciprocal equation, by taking x + (1/X) or x — (1/x) as y , we
can obtain a polynomial equation of degree one half of the degree of the given
equation ; solving this polynomial equation, we can get the roots of the given
polynomial equation.

As an illustration, let us consider the polynomial equation
6 - 35X + 56X* - 56x2 + 35x -6 =0

which is an even degree reciprocal equation of Type Il. So 1 and -1 are two
solutions of the equation and hence x: -1 is a factor of the polynomial. Dividing the
polynomial by the factor x>-1, we get 6x:- 35x:+ 62x:- 35x + 6 as a factor.
Dividing this factor by x2 and rearranging the terms we

\ ( \
6(_\'3 fi l—35[.\'+—]jJ+62
get .4 o . Setting u = (x+ 1/x) it becomes a quadratic
polynomial as 6 (uz- 2) - 35u + 62 which reduces to 6u: - 35u + 50 . Solving we



obtain u =10/3, 5/2 . Taking u = 10/3 gives x = 3, 1/3 and taking u = 5/2 gives x =
2, 1/2. So the required solutions are +1, -1, 2, 1/2 , 3, 1/3..

Example

Solve the equation 7x: — 43x: = 43x — 7.

Solution
The given equation can be written as 7x: - 43x: - 43x + 7 = 0.

This is an odd degree reciprocal equation of Type I. Thus -1 is a solution and
hence x +1 is a factor.

Dividing the polynomial 7x: - 43x: - 43x + 7 by the factor x +1,we get 7xz - 50x + 7
as a quotient.

Solving this we get 7 and 1/7 as roots. Thus -1, 1/7 , 7 are the solutions of the
given equation.

Example
Solve the following equation: x« —10x: + 26x: —10x +1 = 0.
Solution

This equation is Type | even degree reciprocal equation. Hence it can be rewritten
as

.\'3‘[.\'2 +L,]——10(.\'+l]+26
x° X

we get (.\': +L,]—10(_\'+l)+ 26=0
: x: .

=0 Since x#0

Lety =x+ [1/X] . Then, we get



(y»-2)-10y+26=0=>y:-10y+24=0 = (y-6)(y-4)=0=> y=6ory=
4

Case (i)

y=6= x+(1/X)=6 2x=3+2V2,x=3-2.
Case (ii)

y=4= x+(1X)=4 =2 x=2+V3,x=2-3
Hence, the roots are 3 + 22, 2 +V3

Solve the equations

(i) 6xa-35xs+62x2-35x+6=0

(i) Xa+3x3-3x-1=0
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UNIT-III

Transformations of Equations

Let f(x) = 0 be a polynomial equation. Without explicitly knowing the roots of
f(x) = 0, we can often transform the given equation into another equation whose
roots are related to the roots of the first equation in some way. Now we discuss some
important such transformations.

To form an equation whose roots are k-times the roots of a given equation.

Let f(x)=ax"+ax " +..+a, - (1)

Suppose that a,,0,,......,a,, are the roots of f(x) =0
Then f(x)=a,(x-a,)(X-0a,)........ (X=0) e (2)

Put y=kx in (2), we obtain:

f(L)=a2-0)(L-a.). {2-a,)

Thus the roots of f(y/k)=0, are ka,......ka

Therefore the required equation is

n n-1
f[%jzao(%j +a1[%j +...+ta, =0

ie, ay"+kay"+k’ay"’+...+k"a, =
Thus; to obtain the equation whose roots are k times the roots of a given equation,
we have to multiply the coefficients of x",x"™,.....,x and the constant term by 1, k,

k2,...... kr-land k» respectively.



Remark:

To form an equation whose roots are the negatives of the roots of a given
equation of degree n, multiply the coefficients of x», x»1, .... by 1,-1,1,-1, ...
respectively.

To form an equation whose roots are the reciprocals of the roots of a given

equation.
Consider, f(x)=ax"+ax" " +...+a,=0 ... (1)
Let a,,a,,...... ,0,, be the roots of the equation. Then,
f(x)=a,(x—-a,))(x=—0,)....x=-a,) ... (2)
1. 1
In (1), put y== ie, x=—
n (1), put y » y
Then f(EJ:a{l—alj(l—azJ ........ (E—an]
y y y y
The roots of this equation are i ,i ....... i
al aZ an
1 1 n l n-1
But from (1), f[—j =a, [—j + a{—j +...+ta, =0
y y y

ie, a,tay+ay’+...+tay"=

Therefore, the required equationis a y"+a _y " +...+ay+a, =
To form an equation whose roots are less by ‘h” then the roots of a given

equation. (i.e., Diminishing the roots by h)

Let f(x)=ax"+ax" ' +...+a, =0 ... (1)
Suppose that a,,a,,.....,a, are the roots of f(x) =0
Therefore, f(x)=a,(x—a,)(x =, )X =0, ) ccccverrn.. )
Put y=x-h sothat x=y+h
From (2), f(y+hy=a,(y+h-a,)(y+h-a,)....(y+h-a,)

=a, (y - (a, - M)y - (@, =h))...[y - (a, - h))
Therootsof f(y+h)=0 are a,-h,...,a,-h.
By (1), we obtain,
a(y+h) +a(y+h)"*+...+a, =0



Expanding using binomial theorem and combining like terms, we get an equation of

the form

Replacing y =x -h, we get
b, (x-h)"+b,(x=h)""+.....+b =0 ... 4)
Now, equation (1) and (4) represents the same equation.

Dividing equation (4) continuously by (x - h), we obtain the remainders as

(o JA IR b

nrMn-11
Substituting these in (3), we obtain the required equation.
Remark:

Increasing the roots by h is equivalent to decreasing the roots by -h.

To form an equation in which certain specified terms of the given equation are

absent.

Consider the equation ax"+ax"*+....+a, =0 ... (1)

Suppose it is required to remove the second term of the equation (1). Diminish the
roots of the given equation by h.

For this, put y=x-h ie., x=y + hin (1), we obtain the new equation as
a,(y+h) +a(y+h) ™ +...+a,=0
ie ay"+(nah+a)y"* +...+a, =0
Now to remove the second term of the equation (1), we must have na,h+a, =0

. _-a
i.e., wemust have h na, -

Thus to remove the second term of the equation (1), we have to diminish its roots by

e
"=,

Remarks:
If o,0,.... ,0, are the roots of the polynomial equation f(x) = O.
Formation of an equation whose roots are @,),@(c,),........ ,@(a,) is known as a

general transformation of the given equation.
In this case, the relation between a root x of f(x) = 0 and a root y of the

transformed equation is that y = ¢(x). Also, to obtain this new equation we have to

eliminate x between f(x) =0 and y =¢(x).



Solved Problems
1. Form an equation whose roots are three times those of the equation
x> =-x*+x+1=0,
Solution:
To obtain the required equation, we have to multiply the coefficients of x3, x2,
x,and 1 by 1,3, 32, and 33 respectively.
Thus x°®—=3x?+9x +27 =0 is the desired equation.
2. Form an equation whose roots are the negatives of the roots of the equation
Solution:
By multiplying the coefficients successively by 1, -1, 1, -1 we obtain the required
equationas x°+6x°+8x+9=0.
3. Form an equation whose roots are the reciprocals of the roots of
x*=5x*+7x? -4x+5=0.
Solution:
We obtain the required equation, by replacing the coefficients in the reverse
order, as 5x* —4x®+7x?-5x+1=0
4. Find the equation whose roots are less by 2, than the roots of the equation
x° =3x* -2x% +15x* + 20x +15=0.
Solution:
To find the desired equation, divide the given equation successively by x - 2.
2 (1 -3 -2 +15 +20 +15
2 2 -8 +14 68
1 -1 -4 +7 +34|83
2 +2 4 +6

1 +1 -2 +3 | +40

+2 +6 +8

1 +3 +4 | +11
2 +10

1 +5|+14
+2

1 |+7




Thus the required equation 1s
x° +7x* +14x® +11x* +40x +83=0
5. Solve the equation x* -8x® —x?+68x+60=0 by removing its second term.
Solution:

To remove the second term, we have to diminish the roots of the given

equation by h Sl PR 2

Dividing the given equation successively by x - 2, we obtain the new equation as
x* —25x*+144=0

On solving, we get x= -4,4,-3,3.

Thus the roots of the original equation are -2, 6, -1 and 5.

6.If a,B,y are the roots of the equation x° +ax” + bx + ¢ = 0.Form the equation

whose roots are af3, By, ya .
Solution:
—¢

Note that af =a_[>’y =
4 4

_C —
Put = — = X=—
y " y

Hence the given equation becomes

S e

ie, y®-by®+acy-c® =0, which is the required equation.

l+a 14B 1+y_,
l1-a 1-B 1-y

7.1f a,B,y are the roots of x°>—-x+1=0, show that

Solution:
We have to form the equation whose roots are 1+a ,1+ B , Lty .
1-a 1-B 1-vy
+ —
For this, put y = 1—X ie, X= y_l
1-x y+1

3
Therefore the required equation is y-1p _fy-d +1=0
y+1 y+1

On simplifying, we obtain y®-y? +7y+1=0



1+a 1+B _ 1+y -1
1-a 1-B 1-y

The sum of the roots of this equationis 1. i.e.,

Reciprocal Equations

Let f(x) =0 be an equation with roots a,,a,,...... e
1 1 1 . .
If —,—,...,— arealso roots of the same equation, then such equations are
a 1 a 2 a n

called reciprocal equations.

Suppose that a x" +ax"* +...+a, =0 .....(1) isa reciprocal equation with
roots a,,0,,......,d0
1 : . .
Then —,—,.....,— arealso roots of the same equation. The equation with roots
a
1 2 n

11 .
— —eey— is: A x"+a X" +...+a,=0 ... 2)
a 1 a 2 a n

. : o - A _ 3y
Since (1) and (2) represents the same equation, we must have =——=—"=Kk

Taking the first and last terms in the above equality, we obtain k?=1 ie, k=+1
when k=1, we have apo=an, a1 = ani....

Such equations are called reciprocal equations of first type.
When k=-1, wehave ao, =-an, a1 = -an, ...... These type of equations are called
reciprocal equations of second type.

A reciprocal equation of first type and even degree is called a standard
reciprocal equation.
Note:

1. If f(x) = 0 is a reciprocal equation of first type and odd degree, the x = -1 is
always a root. If we remove the factor x + 1 corresponding to this root, we
obtain a standard reciprocal equation.

2. Iff(x) = 0is a reciprocal equation of second type and odd degree, then x =1 is
always a roots. If we remove the factor x -1 corresponding to this root, we

obtain a standard reciprocal equation.



3. It f(x) =0 isareciprocal equation of second type and even degree, then x =1
and x =-1 areroots. If we remove the factor x2-1 corresponding to these

roots, we obtain a standard reciprocal equation.

Solved Problems:

1. Solve the equation 60x* —736x° +a433x* —736x +60 =0
Solution:
The given equation is a standard reciprocal equation. Dividing throughout by x?2,

we obtain,

60x° — 736X +1433—7—36+6—C2) =0
X X

eso(x2 + iz) - 736(X+1) +1433=0
X X

Putting y =x+ %( and simplifying, we obtain

60y? — 736y +1313=0

101 13
On solving, we get =—or—
g g y 10%%6
When y=g,x+l=gz>loxz—101x+10=0
10 x 10
ie., X=1O,i
10

- _13 _3
Similarly when y = Y we get X = E%

Thus the roots of the given equation are 10,1—]6 g %
2. Solve:

x? =5x* +9x3 -9x? +5x -1=0
Solution:

This is a second type reciprocal equation of odd degree. So x =1 is a root.
On division by the corresponding factor x - 1, we obtain the other factor as
x* —4x® +5x* —4x +1=0, which is a standard reciprocal equation.

Proceeding exactly as in the above problem, we may find that

1+i/3 3+./5

or X=
2 2




1+iJ/3 3%45
2 2

Hence the roots of the given equation are 1,
3. Show that on diminishing the roots of the equation
6x* —43x°® +76x* + 25x =100 =0
by 2, it becomes a reciprocal equation and hence solve it.
Solution:
To diminish the roots of the given equation by 2, divide it successively by (x -
2), we obtain:
2|6 -43 +76 +25 -100
+12 62 +28 +106
6 -31 +14 +53 |+6
+12 38 48
6 -19 -24 |45

+12  -14
6 -7 -38
+12
6 | +5

6
= 6x* +5x° —38x” +5x + 6 =0 is the required equation, which is a standard

reciprocal equation.

It can be written as
1
G(XZ +Fj+5(x+%()—38=0
-10 5

Putting X+ 1 y and solving for y, we get y = TorE
X

When y=%,wehave X+% =g. On solving we get: x =2, %

_-10 2 _ — _2qr—
When y—T,wehave 3x“+10x +3=0 or x =-3o0r %

Thus the roots of the original equation are 4, V ,—1 % ( by adding 2 to each of the

above roots)




Descartes's Rule of Signs:

Nature of Roots - Descarte’s Rule of Signs

To determine the nature of some of the roots of a polynomial equation it is not
always necessary to solve it; for instance, the truth of the following statements will
be readily admitted.

1. If the coefficients of a polynomial equation are all positive, the equation has
no positive root; for example, the equation

X' +3x*+3=0
cannot have a positive root.

2. If the coefficients of the even powers of x are all of one sign, and the
coefficients of the odd powers are all of the opposite sign, the equation has no
negative root; thus for example, the equation

=X+ X +x°=2x" + x> =3x* +7x-3=0
cannot have a negative root.

3. If the equation contains only even powers of x and the coefficients are all of
the same sign, the equation has no real root; thus for example, the equation

-x*-2x*-3x*-3=0
cannot have a real root.
4. If the equation contains only odd powers of X, and the coefficients are all of

the same sign, the equation has no real root except x=0; thus the equation
X" +x°+3x° +8x=0
has no real root except x=0.

Suppose that the signs of the terms in a polynomial are ++—-—-+—-——+—+—; here
the number of changes of sign is 7. We shall show that if this polynomial is
multiplied by a binomial (corresponding to a positive root) whose signs are +-,
there will be at least one more change of sign in the product than in the original

polynomial.



Writing down only the signs of the terms in the multiplication, we have the

following;:
tt——t———+—+-—
+ —
tt——t———+—+-—

——++—+++—+—+

+x—t+—tt+—+—+
Here in the last line the ambiguous sign * is placed wherever there are two different
signs to be added.
Here we see that in the product

(i) an ambiguity replaces each continuation of sign in the original polynomial;
(ii) the signs before and after an ambiguity or set of ambiguities are unlike;

(iif) a change of sign is introduced at the end.

Let us take the most unfavourable case (i.e., the case where the number of
changes of sign is less) and suppose that all the ambiguities are replaced by
continuations; then the sign of the terms become

th——t————+—
and the number of changes of sign is 8.

We conclude that if a polynomial is multiplied by a binomial (corresponding to a
positive root) whose signs are +-, there will be at least one more change of sign in
the product than in the original polynomial.

If then we suppose the factors corresponding to the negative and imaginary
roots to be already multiplied together, each factor x-a corresponding to a positive
root introduces at least one change of sign; therefore no equation can have more
positive roots than it has changes of sign.

Again, the roots of the equation f(-x)=0 are equal to those of f(x)=0 but
opposite to them in sign; therefore the negative roots of f(x) =0 are the positive
roots of f(—x)=0; but the number of these positive roots cannot exceed the number
of changes of sign in f(-x); that is, the number of negative roots of f(x) =0 cannot

exceed the number of changes in signin f (-X).



All the above observations are included in the following result, known as Descarte’s
Rule of Signs.

In any polynomial equation f(x) = 0, the number of real positive roots cannot
exceed the number of changes in the signs of the coefficients of the terms in f(x), and

the number of real negative roots cannot exceed the number of changes in the signs of

the coefficients of f(-x).

Example:
Consider the equation f(x)=x*+3x-1=0
This a polynomial equations of degree 4, and hence must have four roots.
The signs of the coefficients of f(x) are + + -
Therefore, the number of changes in signs =1
By Descarte’s rule of signs, number of real positive roots < 1.
Now f(-x) =x*-3x-1=0
The signs of the coefficients of f(-x) are + - -
Therefore, the number of changes in signs = 1.
Hence the number of real negative roots of f(x) = 0 is < 1.
Therefore, the maximum number of real roots is 2.
If the equation has two real roots, then the other two roots must be complex roots.
Since complex roots occur in conjugate pairs, the possibility of one real root and
three complex roots is not admissible.

Also f(0) <0, and f(1) >0, so f(x) =0 has a real roots between 0 and 1.
Therefore, the given equation must have two real roots and two complex roots.

Problem.
Discuss the nature of roots of the equation x°+5x° = x*+7x+2=0.
Solution.

With f(x) = x*+5x® = x* +7x+2, there are two changes of sign in f(x)=0, and
therefore there are at most two positive roots.

Again f(-x) =-x°+5x° + X’ =7x+2, and there are three changes of sign, therefore
the given equation has at most three negative roots.

Obviously 01is not a root of the given equation.

Hence the given equation has at most 2 + 3 + 0 = 5 real roots. Thus the given

equation has at least four imaginary roots.



Exercises

AR N

10.
11.
12.

13.
14.
15.

16.

17.
18.

19.

Solve the equation x* +x*—x? —2x - 2 =0 given that one root is v/2.

Form a rational quartic whose roots are 1, -1, 2+ J3

Solve x° = x® +4x? =3x +2=0 given that it has multiple roots.

Solve the equation x* —2x® —21x* + 2°x + 40 = 0 whose roots are in A.P.

Solve the equation x* —2x°+4x* +6x —21=0 given that two of its roots are
equal in magnitude and opposite in sign.

Find the condition that the roots of the equation x*+px®+gx +r =0 may be
in geometric progression.

Find the condition that the roots of the equation x*—Ix*+mx-n=0 may be

in arithmetic progression.

If a,B,y are the roots of x* +px +1=0, prove that %ZO(E’:%ZO(S ol
If a,B,y are the roots of x*+qgx+r=0, then find the values of

1 2
ZmandZ(B—y) .

Prove that the sum of the ninth powers of the roots of x* +3x +9=0 is zero.
If a,B,y are the roots of x* —=7x+7 =0, find the value of a™ +B™ +y™.
Find the equation whose roots are the roots of the equation
3x* +7x° -15x* +x —2 =0, each increased by 7.
Remove the second term of the equation x°—-6x*+4x-7=0.
Solve the equation x* —8x® +19x* —=12x + 2 =0 by removing its second term.
If o,B,y are the roots of x*®+px+q=0, form the equation whose roots are
o’ +By,p +ya,y* +ap.

If a,B,y are the roots of the equation x* +px +q =0, find the equation whose

roots are — , .
y Ba yp «a

Solve 6x°-25x°+31x* -31x? +25x -6 =0.

B,y y,aa.B

Solve x° —5x®+5x%-1=0.

Solve x°-9x-12=0 using Cardan’s method.



20. Solve 2x°+3x°+3x+1=0 using Cardan’s method.

21. Solve x*+2x*=7x*-8x+12=0 using Ferrari’s method.

22. Solve x*+6x* +4x* =32=0 using Ferrari’s method.

23. Find the greatest possible number of real roots of the equation
X° =6x*—4x+5=0

24. Find the number of real roots of X' —x°—x*-6x*+7=0 .

5. Show that x° -2x*+7=0 has at least two imaginary roots.

26. Determine the nature of the roots of the equation x*+3x* +2x-7=0.
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Matrices

When some numbers are arranged in rows and columns and are surrounded on both
sides by square brackets, we call it as a matrix. Matrix or matrices have very important
applications in mathematics. In this chapter, we will learn about matrices, their types
and various operations on them. .

Definition: Matrix refers to an ordered rectangular arrangement of numbers which are
either real or complex or functions. We enclose Matrix by [ ] or ().

The different types of Matrix are Row Matrix, Square Matrix, Column Matrix,
Rectangle Matrix, Diagonal Matrix, Scalar Matrix, Zero or Null Matrix, Unit or Identity
Matrix, Upper Triangular Matrix and Lower Triangular Matrix Symmetric and skew-
symmetric matrices, Hermitian and skew-Hermitian matrices, Orthogonal and unitary
matrices and diagonal matrices

Symmetric Matrix and Skew-Symmetric matrix

A symmetric matrix and skew-symmetric matrix both are square matrices. But
the difference between them is, the symmetric matrix is equal to its transpose
whereas skew-symmetric matrix is a matrix whose transpose is equal to its negative.

If A is a symmetric matrix, then A = AT and if A is a skew-symmetric matrix
then AT = — A.

To understand if a matrix is a symmetric matrix, it is very important to know
about transpose of a matrix and how to find it. If we interchange rows and columns
of an mxn matrix to get an n x m matrix, the new matrix is called the transpose of
the given matrix. There are two possibilities for the number of rows (m) and columns
(n) of a given matrix:

o If m=n, the matrix is square

o If m# n, the matrix is rectangular
e If m # n, the matrix is rectangular

Properties of Symmetric Matrix
Addition and difference of two symmetric matrices results in symmetric matrix.
e If Aand B are two symmetric matrices and they follow the commutative property, i.e. AB =BA,
then the product of A and B is symmetric.
e If matrix A is symmetric then A" is also symmetric, where n is an integer.
e If Alis a symmetrix matrix then A is also symmetric.

Properties of Skew Symmetric Matrix

¢ When we add two skew-symmetric matrices then the resultant matrix is also skew-symmetric.
e Scalar product of skew-symmetric matrix is also a skew-symmetric matrix.

e The diagonal of skew symmetric matrix consists of zero elements and therefore the sum of
elements in the main diagonals is equal to zero.

e When identity matrix is added to skew symmetric matrix then the resultant matrix is invertible.
e The determinant of skew symmetric matrix is non-negative


https://byjus.com/maths/symmetric-matrix/

. Example

2 4 4
A=|4 8 8| is asymmetric matrix. When transforming rows and Columns in to columns and rows
4 8 8
it results the same matrix. ie A"= A
0 1 -2
A= 1 0 3 | isaskew- Symmetric matrix When the row elements and the column elements
-2 -3 0

are transformed to column and row respectively we get —A. ie AT=-A

Hermitian matrix, Skew-Hermitian matrix.

Hermitian matrix: A square matrix such that a;; is the complex conjugate of a;; for all
elements a;; of the matrix i.e. a matrix in which corresponding elements with respect
to the diagonal are conjugates of each other. The diagonal elements are always real
numbers.

Example.
1 1-i 2
Let A= |[1+i 3 i
2 -1 0

A Hermitian matrix can also be defined as a square matrix A in which the transpose
of the conjugate of A is equal to A i.e. where

A -

Skew-Hermitian matrix. A square matrix suchthat a; =-a,

for all elements aj; of the matrix. The diagonal elements are either zeros or pure imaginaries.

[ 1-i 2
Example. LetA= |-1-i 3i i| A Skew-Hermitian matrix can also be defined as a
-2 i 0
. . . —\'
square matrix A in which (A) =-A

Rank of a matrix



Let A be any matrix of order mxn_The determinants of the sub square matrices of A are
called the minors of A_ If all the minors of order (r+1) are zero but there is at least one non
zero minor of order r, then r is called the rank of A and is written as R{A). For an mxn matrix,

= Ifm is less than n then the maximum rank of the matrix is m
= If m is greater than n then the maximum rank of the matrix is n.

The rank of a matrix would be zero only if the matrix had no non-zero elements. If a matrix
had even one non-zero element, its minimum rank would be one.

Example
i 2 3\.
1. Find the rankof A= |1 4 2
2 6 5

Al = 1(20-12) -2(5-4) +3(6-8) =0
Hence R(A) < 3.

1 2
Let the second order minor 4 =2 =0
R(A)=2.
(1 -1 -2 -4
2 -1 -1
2. Find the Rank of B = . i
6 3 0 -7
(1 -1 =2 -4
0 5 3 7
= Rz=R2-2R+, R:= R3 — 3R, Rs= R4 — 6R;4
0 4 Q 10
0 9 12 17



1 3 %
= 5K R2= 1/5R2, R3= R3, Rs=Ra
4 9 10

=
K]
—
| ]
—

A

01 % X
= Rs= R3:-4Rz Rs= Rs4-0 Rz
00 ¥
0 ¥
1 -1 -2 -4
0o 1 ¥ U
= s 5 Rs+=Rs-R3
0 0 33 X

0o 0 0 o0

The number of Nonzero Rows is 3.Hence R(B)=3.

(2 =2 1)
3. Find the Rank of the Matrix A= |1 4 -1
4 6 =3
1 4 -1
=2 =2 1 R1: Rg, Rjg: R1
4 6 -3
1 4 -1}
=2 =2 1 R1: Rz, RQZ R1
4 6 -3)
4 -1
=0 -10 3 | Re=R2>2R1,R3=R3-4R;4
0 —-10 1
i1 4 -1
=0 -10 3 Ri=Rs R:
o 0 =2

The number of Nonzero Rows is 3. Hence R{A)=3.

Unitary Matrices: Recall that a real matrix A is orthogonal if and only if In the complex system, matrices
having the property that * are more useful and such matrices are called unitary.



o . oal (A Y\
A complex matrix A is unitary if A~ = (A) in other words A(A) =1

EXAMPLE :

111+ 1-i
Show that the matrix A= — . . | is unitary.
211-1 1+1

Solution :
— 1+i 1-i 1-i 1+i
AA) =L oL
211-1 1+1|2{1+1 1-1
114 O B 10
410 4| |0 1
1 —\' . . .
you can conclude that A =(A) So, A is a unitary matrix.

Orthogonal matrix:

Definition. An n x n matrix is erthegonal if A'A = 1,,.

Recall the basic property of the transpose (for any A):
Av-w=v- A'w, Yo,weR"
It implies that requiring A to have the property:
Av-Aw=v-w, Yv,weR"
is the same as requiring:
v AtAw=v-w, Yo,weR"

This is certainly true for orthogonal matrices; thus the action of an orthog-
onal matrices on vectors in B" preserves lengths and angles.



(2) and (3) (plus the fact that the identity is orthogonal) can be summarized
by sayving the n = n orthogonal matrices form a matrix group. the orthogonal
group ;.

(4)The 2 % 2 rotation matrices Ry are orthogonal. Recall:

sin cos

R, - [ cosfl —sind ] |

( Ry rotates vectors by # radians, counterclockwise.)

(5)The determinant of an orthogonal matrix is equal to 1 or -1. The
reason is that, since det(A) = det(A?) for any A, and the determinant of the
product is the produet of the determinants, we have, for A orthogonal:

1 = det(I,,) = det(A'A) = det(A()det(A) = (det A)°.

(6) Any real eigenvalue of an orthogonal matrix has absolute value 1. To
see this, consider that |Rv| = |v| for any v, if R is orthogonal. But if v # 0
is an eigenvector with eigenvalue A:

Rv=MA =|v

= |Rv| = |AlJ],

hence |A| = 1. (Actually, it is also true that each complex eigenvalue must
have modulus 1, and the argument is similar).

Basie properfies. (1) A matrix is orthogonal exaetly when its column
vectors have length one, and are pairwise orthogonal; likewise for the row
vectors. In short, the columns (or the rows) of an orthogonal matrix are an
orthonormal basis of B", and any orthonormal basis gives rise to a number
of orthogonal matrices.

(2) Any orthogonal matrix is invertible, with A~! = A! If A is orthog-
onal, so are AT and A-1.

(3) The product of orthogonal matrices is orthogonal: if A*A = I, and
B'B =1I,,

(AB)(AB) = (B'A")AB = B'(A'A)B = B'B =1,.

Example:

The matrix A = Is orthogonal Science

| ‘l

oolr\)oo|Hoo o
|

oall—\oo‘Noolm

wWwlINDWINWI| -




12 2//11 -2 2

3 3 3|3 3 3 1 00
ATA=__2__1§3__1__2:010

3 3 3|3 3 3

2 -2 112 2 1) [001

13 3 3|3 3 3]

Echelan fom of a matrix

Reduced row echelon form and elementary row operation

In above motivating example, the key to solve a system of linear equations 1s to
transform the original augmented matrix to some matrix with some properties via a
few elementary row operations. As a matter of fact, we can solve any system of linear

equations by transforming the associate augmented matrix to a matrix in some
form. The form 1s referred to as the reduced row echelon form.

A matrix in reduced row echelon form has the following properties:
1.  All rows consisting entirely of 0 are at the bottom of the matrix.

2. For each nonzero row, the first entry is 1. The first entry is called a leading
1.

3. For two successive nonzero rows, the leading 1 in the higher row appears
farther to the left than the leading 1 in the lower row.

4. If a column contains a leading 1, then all other entries in that column are 0.

MNote: a matrix is in row echelon form as the matrix has the first 3 properties.

Example ]
T2 0 0 2]
0 0 1 0 1
0O 0 0 1 0
0O 0 0 0 0
0o 0 0 0 0]
and
10 0 3 0]
0O 0 1 0 0
0 0 0 0 1
0O 0 0 0 0
0 0 0 0 0]




are the matrices in reduced row echelon form.

The matrix

2 3
I -2
0

(= N
S NN B b~

0 0

isnot in reduced row echelon form but in row echelon form since the matrix has the
first 3 properties and all the other entries above the leading 1 in the third column are

not 0. The matrix

S = = O

o o o =
S NN B

are not in row echelon form (also not in reduced row echelon form) since the leading
1 in the second row is not in the left of the leading 1 in the third row and all the other

entries above the leading 1 in the third column are not 0.

Definition of elementary row operation:

There are 3 elementary row operations:

1. Interchange two rows

2. Multiply a row by some nonzero constant
3. Add a multiple of a row to another row.

Example:

0 0 1 2
A=2 3 0 -2
3 3 6 -9

Interchange rows 1 and 3 of A

3 3 6 -9

= 2 3 0 -2
0 0 1 2



Multiply the third row of A by é

0o 0 1 2
= 2 3 0 -2
1 2 -3

Multiply the second row of A by -2, then add to the third row of A

0o 0 1 2
= 2 3 0o -2
-1 -3 6 -5

| mportant result:

Every nonzero mn matrix can be transformed to a unique matrix in
reduced row echelon form via elementary row operations.

If the augmented matrix [4:h] can be transformed to the matrix in
reduced row echelon form [C:d] via elementary row operations, then the
solutions for the linear system corresponding to Cd is exactly the same
as the one corresponding to [4:5].

Example:

2x,+3x;—4x, =1 (1) 0 2 3 —4 1]
2x,+3x,=4 (2) 00 2 3 4

—
2x,+2x,=5x,+2x, =4 (3) 2 2 -5 4
2x, -6x,+9x,=7 4) |2 0 -6 9 7]

D) N

2x,+2x, =5x,+2x, =4 (1) (2 2 5 2 4]
2x,+3x,=4 (2) 0 0 3 4

—
2x,+3x;,-4x, =1 (3) 0 2 3 —-41
2x, -6x,+9x,=7 4) |2 0 -6 9 7]




m=")

%
5
x, + x2—5x3+x4 =2 (1)

2x;+3x,=4 (2) o
2x,+3x;,—-4x, =1 (3)
2x, —6x;,+9x, =7 4)

(H=(H-2*1) N

x, + xz—%x3+x4 =2 (1)

2x;+3x,=4 (2) o
2x,+3x;,—-4x, =1 (3)
-2x,— x;+7x,=3 (4)

()@ N

X, + xz—%x3+x4:2 (1)

—2x, - x;+7x,=3 (2) o
2x,+3x;,—-4x, =1 (3)
2x,+3x, =4 (4

_(2@
@)=

N
/7

x, + xz—%x3+x4 =2 (1)

1 7 -3
x2+5x3_5x4:7 (2) PN
2x,+3x,—4x, =1 (3)

2x,+3x, =4 (4)

o o o =

1 -5/2 1 2
0 2 3 4
2 3 -4 1
0 -6 9 7]
1 -5/2 1 2]
0 2 3 4
2 3 -4 1
-2 -1 7 3]
1 -5/2 2]
-2 -1 7 3
2 3 -4 1
0 2 3 4
1 -5/2 1 2
1 12 -7/2 -3/2
2 3 -4 1
0 2 3 4




H=MD-(2) N

x, + —3x, +5x4 = 5 (1) o
1 7 -3
L N AL,

Xy 2x3 2x4 5 ()C>0

2x,+3x;-4x, =1 (3) 0
2x;+3x, =4 4 B

(3)=(3)-2*(2) N
9 7
X —3x,+—x, =— (1
| st X = (1) o
1 7 -3
Sy Ly =2 0
+ —

Xy X3 2x4 5 ()C>0
2x,+3x, =4 (3) 0
2x;+3x, =4 4 }

_G)

(3)—2 N
9 7
X —3x,+—x, =— (1
1 3 2 4 2 () i
1
1 7 3
X, +—=x,——x,=— (2) 0
2 2 -
0
Xyt X, = (3) 0

2x,43x, =4 (4)

o o = O

-3 92 7/2]
1/2 =7/2 =3/2
3 -4 1

2 3 4 |
-3 9/2 7/2]
1/2 =7/2 =3/2
2 3 4

2 3 4
3 92 7/2]
1/2 =7/2 =3/2
1 32 2

2 3 4 |




BH=H-2"3)

9 7
X, —3x, +5x4 e (1)
x2+1x3—%x4—73 (2)
Xyt Xy = 3)

Ox;,+0x, =0 4

<2>=<2>—;*<3)

A\ 4

9 7
X, —3x; + 5x4 e (1)
17 5
Xy _Tx4—7 (2)
G =2 ()

Ox;+0x,=0 4)

(H=D+3*(3) N

19
X4 -|—9x4 :7 (1)
17 5
X —TM ) (2)
3
X, +=x,=2 (3)

Ox;+0x,=0 4

S O O =

oS O o =

oS o = O

-3 92 7/2]
112 =7/2 -3/2
132 2

0 0 0 |
-3 92 72
0 —17/4 -5/2
132 2

0 0 0|
0 9 192
0 —17/4 -5/2
132 2

0 0 0




Therefore,

[ \O T\ I el

2 3 -4 1]
0 2 3 4
2 -5 2 4
0 -6 9 7

can be transformed to the unique matrix in reduce row echelon form,

100 9 192]
010 —-17/4 -5/2
001 32 2

000 0 0

via elementary row operations.

The linear system

2x,+3x;,-4x, =1 (1)

2x,+3x,=4 (2)

2x,+2x,=5x;,+2x, =4 (3)

2x,

—6x,+9x, =7 (4)

has the exactly the same solution as the linear system

19
+9x4 :? (1)
17 -5
_— R 2
A Xy 5 (2)

3
X, +5x4 =2 3

Ox;+0x,=0 4



The solution for the linear system corresponding to the augmented matrix in reduced

row echelon form is

19 -5 17
X =—-9 x,=—+—1, x;=2——=t, x, =t, teR
2
x| [ @19/2)-9¢ ] [19/2] [ =9 ]
X, (=5/2)+(17/4)| |-5/2 17 /4
<~ X = = = + ¢
X, 2-(3/2)t 2 ~-3/2
X, L t 1L o | [ 1 |

The above solutions are also the solutions for the original linear system.
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MATRICES
CHARACTERISTIC EQUATION:
The equation |4 — AI| = 0 is called the characteristic equation of the matrix A

Mote:

1. Solving |4 — AIl = 0, we get n roots for 4 and these roots are called charactenstic roots
or eigen values or latent values of the matrix A

2. Cormresponding to each value of A4, the equation AX = AX has a non-zero solution vector
X

If X, be the non-zero vector satisfying AX = AX, when A4 = A, X, is said to be the latent
vector or elgen vector of a matrix A corresponding to 4,

CHARACTERISTIC POLYNOMIAL:

The determinant |4 — AI| when expanded will give a polynomial, which we call as
charactenstic polynomial of matrix A

Working rule to find characteristic equation:

For a 3 x 3 matrix:

Method 1:
The charactenstic equationis [4 — A1 =0

Method 2:



Its characteristic equation can be written as 13 — 5;1% + S,A — S; = 0 where
S1 = sum of the main diagonal elements,

S, = Sum of the minors of the main diagonal elements ,
S3 = DeterminantofA = |A|

For a 2 x 2 matrix:

Method 1:
The characteristic equationis |[A —AI| =0
Method 2:

Its characteristic equation can be written as 12 — S;1 + S, = 0 where

S1 = sum of the main diagonal elements, S, = Determinant of A = |A|
Problems:

12)

1. Find the characteristic equation of the matrix (0 .

1 2
0 2

sumofthemaindiagonalelements =1+ 2 = 3,

Solution: Let A= ( ) Its characteristic equation is A2 — S;1 + S, = Owhere §; =

S, = DeterminantofA = |A| = 1(2) - 2(0) = 2

Therefore, the characteristic equationis 12 —31+2 =0

8 -6 2
2. Find the characteristic equation of (—6 7 —4)
2 -4 3

Solution: Its characteristic equation is A3 — S;4% + S,A — S; = 0, where
S1 = sumofthemaindiagonalelements =8 + 7 + 3 = 18,

_6|

=5+

S, = Sumoftheminorsofthemaindiagonalelements = |_74 _34| + |g §| + |—86

20 + 20 = 45, S3 = DeterminantofA = |A| = 8(5)+6(-10)+2(10) =40 -60 + 20 =0
Therefore, the characteristic equation is A3 — 1812 + 451 =0

31)

3. Find the characteristic polynomial of (_1 2



Solution: Let A= (_31 %)

The characteristic polynomial of A is A2 — S;1 + S, where S; = sumofthemaindiagonalelements
=3+2=5and S, = DeterminantofA = |A| =3(2)-1(-1) =7
Therefore, the characteristic polynomial is A2 — 51 + 7

CAYLEY-HAMILTON THEOREM:
Statement: Every square matrix satisfies its own characteristic equation
Uses of Cayley-Hamilton theorem:

(1) To calculate the positive integral powers of A
(2) To calculate the inverse of a square matrix A

Problems:

1. Show that the matrix [1

2 _12] satisfies its own characteristic equation

Solution:Let A = B _12] The characteristic equation of A is 12—-S5,1+S, =0 where

S1 = Sum of the main diagonal elements = 1+1 =2
S;= Al =1-(4=5
The characteristic equation is 22 —21+5 =10

To prove A2 —2A+51 =0

a=aw=[ 710G F=17 4

a—zaxsi= 70 T=[p F1+[ sl=lo ol =0

Therefore, the given matrix satisfies its own characteristic equation
2. IfA= [(1) (5)] write A% interms of A and I, using Cayley — Hamilton theorem

Solution:Cayley-Hamilton theorem states that every square matrix satisfies its own
characteristic equation.

The characteristic equation of A is A2 — S;A + S, = 0 where

S; = Sum of the main diagonal elements = 6

Sz |A| =5



Therefore, the characteristic equation is A> —6A+5 =0
By Cayley-Hamilton theorem, A2 — 6A + 51 = 0

e., A? = 6A —5I

2 -1 2
3. Verify Cayley-Hamilton theorem, find A*and A-when A=|-1 2 —1]
1 -1 2

Solution: The characteristic equation of A is A3 — $;4% + S,4 — S; = 0 where
S1 = Sum of the main diagonal elements =2+2+2 =6

S, = Sum of the minirs of the main diagonal elements =3 +2+3 =8
S;= 4] =20 -1 +1(-2+1D+2(1-2)=2B)-1-2=3
Therefore, the characteristic equation is 2> — 612 + 81 —3 =0

To prove that: A3 — 642 + 84 — 3] = 0--------—----- (1)

R L

el 3 E M

A2 =

5 -5 7 —22 29
A3 — 64% + 84 — 31
29 -—-28 38 42 —-36 54 16 -8 16 3 0 0
= |-22 23 -=-28]—|-30 36 -36|+]|— 16 —-8|—]0 3 O
22 =22 29 30 =30 42 8 -8 16 0 0 3
0 0 O
=0 0 0|=0
0 0 O
To find A%:
(1) = A3 — 642 + 84— 31 =0 = A% = 642 — 8A + 3] ----wrmemm- )

Multiply by A on both sides, A* = 643 — 842 + 34 = 6(6A% —8A + 31) — 8A4% + 34
Therefore, A* = 364%2 — 48A + 18] — 8A% + 3A = 28A4% — 454 + 18I

1 0 0
010]

0 0 1

7 —-6 9 2 -1 2
Hence,A4=28[—5 6 —6]—45[—1 2 —-1|+18

5 -5 7 1 -1 2




18 0
0 0 18

—140 168 —168(—|—45 90 —45(+

140 —140 196 45 —45 90
124 —-123 162]

[196 —168 252] [90 —45 90 18 0 0]

-95 96 —123
95 95 124

To find A~ 1:
Multiplying (1) by A=, A%2 — 64+ 8] =341 =0

=341 =A4%2—-64+8I

7 -6 9 2 -1 2 1 0 0
=341 = [—5 6 —6] 6[ 1 2 -1]+8]0 1 O]
5 -5 2 0 01
7 -6 9 -12 6 -12 8 0 0 0 -3
=[—5 6 —6] [6 —12 6 0 8 0] [ 2 0]
5 =5 7 6 —-12 0 0 8 1 3

0 -3
> A 1=C [1 2 ]
11

4. Verify that A = [1

2 ] satisfies its own characteristic equation and hence find A*

1 2
2 -1
Sum of the main diagonal elements = 0

Solution:Given A =[ ] The characteristic equation of A is A2 — S;A + S, = 0 where S =

S, =|Al=-1-4=-5

Therefore, the characteristic equationis A> —0A—5=0i.e.,A> —5=10

To prove: A% — 5] = 0---------- (1)
=l Al A1=L13 253=0 o
w-ai-f; Y-sly - 96 912 Y-

To find A*:
From (1), we get, A2 — 51 = 0 = A% = 5]

I ) . 4_ a2/ a2 _e[5 01_[25 0
Multiplying by A on both sides, we get, A* = A“(5]) = 54 =5 [0 5] = [0 25]
1 -1 4

5. FindA lifA=|3 2 -1
2 1 -1

, using Cayley-Hamilton theorem




Solution:The characteristic equation of A is A3 — §;12 + S,1 — S; = 0 where
S1 = Sum of the main diagonal elements =1+2—-1=2

S, = Sum of the minors of the main diagonal elements = (=2+ 1)+ (-1 —-8) + (2 + 3)
=—1-945=-5

S;=]Al=1(-2+1) +1(-3+2)+4B-4)=-1-1-4=-6
The characteristic equation of Ais A3 — 212 —= 51+ 6 =0

By Cayley- Hamilton theorem, 43 — 242 — 54 4 6] = 0 ------------ 1)
To find A7L:

Multiplying (1) by A™%, we get, A2 —2A —5471A+ 64711 =0=> A> —2A—-51+6471=0

6A7L = A2 + 24+ 51 > AL = 2 (=A% + 24 + 5]) ---ememnees ()
1 -1 411 -1 4 1-34+8 —1-2+4 4+1—4 6 1 1
A*=13 2 -1||3 2 -1|=|3+6-2 -3+4-1 12-2+1|=|7 0 11
2 1 -1lz2 1 -1 2+3-2 —-2+2-1 8-1+1 3 -1 8
-6 -1 -1 2 -2 8 5 00 1 -3 7
—A?+2A+51=|-7 0 -11|+|6 4 =2|+|o 5 o|=|-1 9 -13
-3 1 -8 4 2 =21 lo o 5 1 3 -5
Jr -3 7
From (2), A7 = -|-1 9 -13
1 3 -5
_M27 4. n
6. IfA—[0 5 ,find A™ interms of A

Solution:The characteristic equation of A is 22 — 5;1+ S, = 0 where
S1 = Sum of the main diagonal elements =1+ 2 =3

S,=|A|=2-0=2

The characteristic equation of Ais 12 —31+2=0ie,1= %21_)4(1)(2) = STil =21

To find A™:
When A" is divided by 1?2 — 31 + 2, let the quotient be Q(4) and the remainder be al + b
M=% -32+2)QD) +ar+ b - (1)

WhenA=1,1"=a+b WhenA1=2,2"=2a+b



Solving (2) and (3), we get, (2) - ()= a =2"-1"
(2)-2x(3)= b =—2"+2(1)"
ie.,a=2"—-1"
b=2(1)"—2"
Since A%2 — 34 + 21 = 0 by Cayley-Hamilton theorem, (1) = A™ = aA + bl

10]

pee-mf) Jrror-) |

7. Use Cayley-Hamilton theorem for the matrix A = [; g] to express as a linear
polynomial in A (i) A5 —4A4* — 743 + 114%2 — A — 101 (jii) A* — 443 — 542 + A+ 2I

Solution: Given A = B ;L] The characteristic equation of A is 22 — S;1 + S, = 0 where
S1 = Sum of the main diagonal elements =1+ 3 =4
S,=]A|=3-8=-5

The characteristic equation is 22 — 41 —5=10

By Cayley-Hamilton theorem, we get, A> — 44 — 5] = 0 ------------ Q)
A3 —21+3
N2 —4) — 515 —42* =723 + 1142 - 1 - 10
A5 —42* — 523
=223 +1122 -2
(-)— 223+ 822+ 101
314 —=111-10

(=) 342 —121—15

A+5

A5 —4A* —7A3 + 11A2 — A — 101 = (A2 —4A—5)) (A3 —2A+3) + A+ 51 =0+ A + 5l
= A + 5I (by (1)) which is a linear polynomial in A

() 22

A2 — 42— 52 =423 — 522 + 1+ 2




At — 423 — 522
) A+2

A* —4A3 —5A2 + A+ 21 =A?(A2 —4A—-5D)+A+21=0+A+2I=A+2l (by (1)) whichisa
linear polynomial in A

1 0 3
8. Using Cayley-Hamilton theorem, find A~'when A=|2 1 —1]
1 -1 1

Solution:The characteristic equation of A is A3 — §;12 + S,1 — S; = 0 where
S1 = Sum of the main diagonal elements =1+1+1=3

S, = Sum of the minors of the main diagonal elements = (1—-1)+ (1 —-3)+ (1 —-0)
=0-2+1=-1

S;=1Al=11-1)+02+1)+3(-2—-1)=1(0)+0—-9 = -9
The characteristic equation is A3 =312 —=1+9 =10

By Cayley-Hamilton theorem, A3 —342 —A+91 =0

Pre-multiplying by A™%, we get, A2 —34A—1+94 1 =0=>A4"1 = %(—A2 +34+1)

1 0 371 o0 3 1+0+3 0+0—-3 34+0+3 4 -3 6
A2=2 1 -1l{2 1 -1|=12+2-1 0+1+1 6-1-1|=|3 2 4
1 -1 1111 -1 1 1-2+1 0—-1—-1 3+1+1 0 -2 5
-4 3 -6 3 0 9 1 0 0
—-A*=|-3 -2 -—-4;34=[6 3 =35I=10 1 0
0 2 =5 3 =3 3 0 0 1
1/[-4 3 -6 3 0 9 1 0 0 1[0 3 3
A‘1=§ -3 =2 —-4|+|6 3 -=3|+]0 1 0 =§3 2 =7
0 2 =5 3 -3 3 0 0 1 3 -1 -1
1 3 7
9. Verify Cayley-Hamilton theorem for the matrix A= (4 2 3]
1 2 1
1 3 7
Solution: Given A=14 2 3]
1 2 1

The Characteristic equation of A is 13 — §;1? + S,A — S; = 0 where
S; = Sum of the main diagonal elements = 1+2+1 =4

S, = Sum of the minors of the main diagonal elements = (2—-6)+ (1 —-7) + (2 —-12)
= —4-6-10=—20



S;=|Al=12-6)—3(4—-3)+7(8—-2)=—-4—3+42=235
The characteristic equation is A3 — 44? — 201 — 35 =0

To prove that: A3 —44% —204A—-351=0

1 3 7111 3 7 1+12+7 34+46+14 7+4+9+7 20 23 23
A>=|4 2 3[|4 2 3|=[4+8+3 12+4+6 28+6+3|=|15 22 37
1 2 1l 2 1 1+84+41 34442 7+46+1 10 9 14

20 23 23111 3 7 204+92+23 60+46+46 140+ 69 + 23

A3 =A%A=1|15 22 37||4 2 =[15+88+37 45+44+74 105+ 66+ 37

10 9 14111 2 1 10+36+14 30+18+28 70+27+14

=1140 163 208

[135 152 232]
60 76 111

135 152 232 20 23 23 1 3 7 1 0 0

A3 —4A% —20A—351 =140 163 208 15 22 37 —2014 2 3|/-35|10 1 0
60 76 111 1 2 1 0 0 1

[135 152 232] [ 0 92 ] [20 60 140] [35 0 o0

=1140 163 208|— |60 88 148 80 40 0 35 0
60 76 111 40 36 20 40 0 0 35
0 0 O

=10 0 0|=0
0 0 O

Therefore, Cayley-Hamilton theorem is verified.

10. Verify Cayley-Hamilton theorem for the matrix (i) A = [ 1] (iD)A = [2

Solution:(i) Given A = [_31 ‘51]

The characteristic equation of A is 22 — 5;1 + S, = 0 where
S1 = Sum of the main diagonal elements =3 +5 =8

S, =4l =15-1= 14

The characteristic equation is 2> —81+ 14 =0

To prove that: A2 -84+ 141 =0

=5 S0 1150 sl



ea=s =[5 Gl

141 = 14[(1) (1)] - [104 104]

R e Mo IR B

Hence Cayley-Hamilton theorem is verified.
oy _M 4
(i) Given A= [2 3]

The characteristic equation of A is A2 — §;1 + S, = 0 where
S1 = Sum of the main diagonal elements =1+ 3 =4
S,=|A|=3-8=-5

The characteristic equation is 22 — 41 —5=10

To prove that: A2 —4A—-5I=0

AZ:[1 4[1 4_[1+8 4+12]:[9 16]

2 3llz 317246 8491718 17
w=aly =l wlisi=sl =1 s

A2_4A_51=[9 16]_[4 16]_[5 0 _[0 0]=o

8 17 8 12 o 51 1o o

Hence Cayley-Hamilton theorem is verified.

EIGEN VALUES AND EIGEN VECTORS OF A REAL MATRIX:
Working rule to find eigen values and eigen vectors:

1. Find the characteristic equation [A — AI| =0
2. Solve the characteristic equation to get characteristic roots. They are called eigen values

3. Tofind the eigen vectors, solve [A — AI1X = 0 for different values of 1
Note:

1. Corresponding to n distinct eigen values, we get n independent eigen vectors
2. If 2 or more eigen values are equal, it may or may not be possible to get linearly

independent eigen vectors corresponding to the repeated eigen values



3. If X; is a solution for an eigen value 4;, then cX; is also a solution, where c is an arbitrary
constant. Thus, the eigen vector corresponding to an eigen value is not unique but may
be any one of the vectors cX;

4. Algebraic multiplicity of an eigen value A is the order of the eigen value as a root of the
characteristic polynomial (i.e., if 1 is a double root, then algebraic multiplicity is 2)

5. Geometric multiplicity of 4 is the number of linearly independent eigen vectors

corresponding to A
Non-symmetric matrix:

If a square matrix A is non-symmetric, then A # AT
Note:

1. In a non-symmetric matrix, if the eigen values are non-repeated then we get a linearly
independent set of eigen vectors

2. In a non-symmetric matrix, if the eigen values are repeated, then it may or may not be
possible to get linearly independent eigen vectors.
If we form a linearly independent set of eigen vectors, then diagonalization is possible

through similarity transformation
Symmetric matrix:

If a square matrix A is symmetric, then A = AT
Note:

1. In a symmetric matrix, if the eigen values are non-repeated, then we get a linearly
independent and pair wise orthogonal set of eigen vectors

2. In a symmetric matrix, if the eigen values are repeated, then it may or may not be
possible to get linearly independent and pair wise orthogonal set of eigen vectors
If we form a linearly independent and pair wise orthogonal set of eigen vectors, then

diagonalization is possible through orthogonal transformation

Problems:

1. Find the eigen values and eigen vectors of the matrix (; _11)



Solution: Let A= (é _11) which is a non-symmetric matrix

To find the characteristic equation:

The characteristic equation of A is A2 — §;1 + S, = 0 where

S1 = sumofthemaindiagonalelements =1 -1 =0,

S, = DeterminantofA = |A| =1(-1)-1(3)=-4

Therefore, the characteristic equationis 2> —4 =0i.e., 22 =40ri1 =42
Therefore, the eigen values are 2, -2

A is a hon-symmetric matrix with non- repeated eigen values

To find the eigen vectors:

[A—AIX =0
G 202G Dl=61=1G 2)-G Dkl=[
CRTNIIN ] I R—
Case 1: If 1= -2, [1 _?5_2) 4 _1(_2) [iﬂ = [8] [From (1)]
e [3 allal = [o]
ie,3x;+x,=0
3x1+x, =0

i.e., we get only one equation 3x; +x, = 0= 3x; = —x, = % = ’_‘—Z

Therefore X; = [_13]

Case2: IfA=2, [1 _3(2) » ! (2)] 2] = [o]From (1)



S e | N R
ie,—x+x,=0=>x—x,=0

3% = 3x,=0=>x; —x, =0

i.e., we get only one equation x; —x, =0

X1 X
= = = — = —
X1 Xy 1 1
_1
Hence, X, = [1]
2 2 1
2. Find the eigen values and eigen vectorsof |1 3 1
1 2 2
2 2 1
Solution: LetA=|1 3 1| whichis a non-symmetric matrix
1 2 2

To find the characteristic equation:

Its characteristic equation can be written as 13 — ;1% + S,4 — S; = 0 where

S1 = sumofthemaindiagonalelements =2 +3+2 =7,
_ . L _13 1 2 1 2 2| _ _
S, = Sumoftheminorsofthemaindiagonalelements = |2 2| + |1 2| + |1 3| =4+3+4=

11,
S3 = DeterminantofA = |A| = 2(4)-2(1)+1(-1) =5
Therefore, the characteristic equation of Ais 23 — 712 + 111 - 5= 0

1 1 -7 11 -5

A-—1DA2-61+5)=0=>1=1,

_6EJ(=6)?2-4()(5) 6+V16 614 6+4 6-4
B 2(1) o2 2 22

=51




Therefore, the eigen values are 1, 1, and 5
A is a nhon-symmetric matrix with repeated eigen values

To find the eigen vectors:

[A—A]X =0

[EnN

2—-1 2 1 X1 0
2 2 —A1X3 0

2—5 2 1 X1 0
Casel:lf/1=5,[ 1 3-5 1 ”x]=[0]
0

[EnN

2
1 2 2 —5]|lx3
-3 2 171r* 0
i.e., [ 1 -2 1 ] [le = H
1 2 =31lx3 0
= —3x; +2x, + x3 = 0 --—-—---- 1)
X1 —2x; +x3 =0 ---emoeoooee- 2)
X1 + 2%y — 3x3 = 0 =------me- (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1X2X3
XXX
-2 1 1 -2
X1 Xz X3 _ X1 Xz X3
4 4 4 71 1 1
1
Therefore, X; = 1]
1
2—1 2 1 X1 0
Case2:|f1:1,[ 1 3—-1 1 ”x2]=[0]
1 2 2—111x3 0



1 2 11[* 0
e, 1 2 1f[x2[=]0
1 2 111x3 0

3xl+2x2+X3:O
x1+2x2+x3=0
x1+2x2+x3=0

All the three equations are one and the same. Therefore, x; + 2x, + x3 =0

Putx; =0 = 2x, +x3 = 0= 2x, = —x3.Takingx; = 2 ,x, = —1
0
Therefore, X, = |—-1
2
Putx, =0=2x;+x3=0= x3 = —x;.Takingx; = 1,x3 = —1
1
Therefore, X; = | 0
-1
2 -2 2
3. Find the eigen values and eigen vectorsof |1 1 1
1 3 -1
2 -2 2
Solution: LetA=|1 1 1 |which is a non-symmetric matrix
1 3 -1

To find the characteristic equation:

Its characteristic equation can be written as 13 — 5;1% + S,4 — S; = 0 where

S1 = sumofthemaindiagonalelements =2 +1—-1 = 2,
_2| _

_ . o 11 1 2 2 2
S, = Sumoftheminorsofthemaindiagonalelements = |3 _1| + |1 _1| + |1 1

—4 -4+ 4= —4,
S; = DeterminantofA = |A| = 2(-4)+2(-2)+2(2) =-8-4+4=-8

Therefore, the characteristic equation of Ais 23 —212 — 41 +8 =0

2 1 -2 —4 8




Q-2 -4)=0=21=2, A=2-2
Therefore, the eigen values are 2, 2, and -2
A is a non-symmetric matrix with repeated eigen values

To find the eigen vectors:

[A—AIX=0
2 - A _2 2 1 Xl 0
1 3 -1 — A_ X3 0
2 - (_2) _2 2 'x1 0
Case 1: If A = -2, 1 1-(-2) 1 le _ [0]
1 3 —1—(=2)|lxs 0
4 =2 21* 0
ie., 11 3 1]|x2|= |0
1 3 111X 0
= 4x, — 2%y + 2x3 = 0 ---—-—--- 1)
X1+ 3x, +x3=0 --ommmmmeeee- 2)
X1+ 3% + X3 = 0 oo (3) . Equations (2) and (3) are one and the same.

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1XpX3

Therefore, X; =




2—2 -2 2 X1 0
Case 2: IfA =2, 1 1-2 1 X2 =10
—1-211%3 0

1 3
e, |1 -1 1 [|x[=]0
= 0x; — 2x, + 2x3 = 0--—----——- 1)
Xp = Xz + x3 = 0----mmm-mmomoe- (2)
X1 + 3x, — 3x3 = 0------------ (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1X2X3
XXX
-1 1 1 -1
X1 X3 X3 X1 X X3
—_——=— e — S — = — = —
0 2 2 0
0
Therefore, X, = |1
1

We get one eigen vector corresponding to the repeated root A, = A3 =2

1 1 3
4. Find the eigen values and eigen vectors of [1 5 1]
3 11

1 1 3

Solution: LetA=[1 5 1

311

which is a symmetric matrix

To find the characteristic equation:

Its characteristic equation can be written as 13 — ;1% + S,1 — S; = 0 where



S1 = sumofthemaindiagonalelements =1+5+1 =7,

3 . . 15 17,1 31,11 1

S, = Sumoftheminorsofthemaindiagonalelements = |1 1| + |3 1| + |1 5|

8+4=0,

S; = DeterminantofA = |A| = 1(4)-1(-2)+3(-14) =-4 + 2-42 =- 36

Therefore, the characteristic equation of Ais 23 — 712+ 01 —-36 =0
-2 1 -7 0 36
0 -2 18 — 36
1 -9 18 0
A=(-2))(A2-91+18)=0=> 1= -2,
Lo 2EV(9°—4((8) _9+VBI-72 943 943 9-3
B 2(1) B 2 2 22

Therefore, the eigen values are -2, 3, and 6
A is a symmetric matrix with non- repeated eigen values

To find the eigen vectors:

[A-AI]X=0
1-1 1 3 X1 [0

IERERE R

3 1 1—-Allx3 10

1-(-2) 1 3 X1 0]
Case 1l: If A= -2, 1 5-(-2) 1 [xz] = [0
1- X3 0l

3 1 (-2)
31 3™ 0
ie., [1 7 1] [le = [0]
3 1 311x3 0
$3x1+xZ+3X3:0 _________ (l)
Xg+7x +x3 =0 --mmmmmmmeee- 2)

3x1 + X + 3.X3 | (3)



Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 Xz X3

-1
Therefore, X; = | 0 ]
1
1-3 1 3 X1 0
Case2:1fA=3,| 1 5-3 1 X21=10
3 1 1-311x3 0
-2 1 31" 0
e, |1 2 1[|*|= |0
3 1 -=-21Ix3 0
= —le + Xy + 3X3 =0 -—-------- (1)
X1+ 2%; + x3 = 0 --mmmmmmmmmemee- (2)
3x1 + x5 — 2x3 = 0 ----mmmmeee- (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X2 X3

YXOXOX
2 1 1 2
X1 X2 X3 Xy Xz X3 X X2 X3
-5 5 -5 -1 1 -1 1 -1 1
1
Therefore, X, = —1]
1

1-6 1 3 X1 0
Case 3: IfA = 6, 1 5—-6 1 ”Xz] = [0]
1 1—611x%3 0



-5 1 37[* 0
S Rt
3 1 —=511x3 0

= —5x1 + xz + 3x3 = 0 “““““ (1)
xl_xZ+X3—0 """""""" (2)
3x; + x5 — 5x3 = 0 ----mm-mmm- (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1X2X3
XXX
-1 1 1 -1
X1 X2 X3 X1 X2 X3
48 4 1 2 1
1
Therefore, X; = 2]
1
0 1 1
5. Find the eigen values and eigen vectors of the matrix{[1 0 1{. Determine the
1 1 0

algebraic and geometric multiplicity

0 1 1
Solution: Let A=|1 0 1] which is a symmetric matrix
1 1 0

To find the characteristic equation:

Its characteristic equation can be written as 13 — 5;1% + S,4 — S; = 0 where

S1 = sum of the main diagonal elements =0+ 0+ 0 = 0,

0 1y _

_ . o _ 10 1 0 1
S, = Sum of the minors of the main diagonal elements = |1 0|+ 1 0|+ 1 ol =

-1-1-1= -3,
S; = Determinant of A= |A|=0-1(-1)+ 1(1)=0+1+1=2

Therefore, the characteristic equation of Ais 23 — 012 =31 -2 =0



A—(1))A2-21-2)=0=>1=—1,

/_l_li\/(—1)2—4(1)(—2)_1i\/1+8_1i3_1+3 1—3_2
B 2(1) B 2 2 2 2 "

Therefore, the eigen values are 2, -1, and -1
A is a symmetric matrix with repeated eigen values. The algebraic multiplicity of 1 = —1is 2

To find the eigen vectors:

[A—A]X =0

[UnN

0-1 1 1 X1 0
1 0—AllXs3 0

0-2 1 1 X1 0
Casel:lf/lzz,[ 1 0-2 1 ”X]=[0]
0

[UnN

2
1 1 0—211x3
-2 1 171M™ 0
i.e.,[l -2 1”x2]=H
1 1 -211x3 0
= —2x; +x, +x3 =0 --------- (1)
X1 —2Xy + X3 =0 —-mmmmmmmeee- 2)
X1+ x3 — 2x3 = 0 --mmmmoeees (3)

Considering equations (1) and (2) and using method of cross-multiplication, we get,

X1 X 5 X3



1
Therefore, X; = 1]
1
0—-(-1 1 1 X1 0
Case 2: IfA = -1, 1 0—-(-1) 1 [le = H
1 1 0—(—1)|Lx3 0
1 1 11* 0
1 1 11L*3 0
> x1+x; +x3 =0 ----mm-me- (1)
x1+x2+x3—0 """""""" (2)
X1+ x5 + x3 =0 —----mo-- (3). All the three equations are one and the same.
Therefore, x; +x, +x3=0.Putx; =0 = x, +x3 =0 = x3 = —x; =>x—12= f—i
0
Therefore, X, = | 1
-1

l
m
n

Since the given matrix is symmetric and the eigen values are repeated, let X3 = . X3 1S

orthogonal to X; and X, .

l
1 1 1][m]=0=>l+m+n=0 ------------ Q)
n
l
[0 1 —1][m]=0 =>0l+m—n=0--—-- 2
n

Solving (1) and (2) by method of cross-multiplication, we get,

| m n

XXX



!
—=2=2Therefore, X5 =
2 1 1

-2
1
1

Thus, for the repeated eigen value 1 = —1, there corresponds two linearly independent eigen

vectors X, and X5. So, the geometric multiplicity of eigen value A = —1is 2

Problems under properties of eigen values and eigen vectors.

-1 1 1
1. Find the sum and product of the eigen values of the matrix [ 1 -1 1 ]
1 1 -1

Solution: Sum of the eigen values = Sum of the main diagonal elements = -3

Product of the eigen values = |A| =-1(1-1)-1(-1-1) + 1(1- (-1)) =2+ 2 =4

6 -2 2
2. Product of two eigen values of the matrix A=|-2 3 —1‘ is 16. Find the third eigen
2 -1 3

value

Solution: Let the eigen values of the matrix be 1,,1,, 15.
Given 4,1, =16

We know that ;1,45 = |A | (Since product of the eigen values is equal to the determinant of

the matrix)
6 -2 2

MAA3 = [-2 3 —1| =6(9-1)+2(-6+2) +2(2-6) = 48-8-8 = 32
2 -1 3

There fore,A{A,A3 =32 = 1613 =32 =13 =2

a b

3. Find the sum and product of the eigen values of the matrix A = (C d) without

finding the roots of the characteristic equation
Solution:We know that the sum of the eigen values = Trace of A=a+d

Product of the eigen values = |A| =ad - bc



8 -6 2
-6 7 —4], find | A|, without
2 -4 3

4. If 3and 15 are the two eigen values of A =

expanding the determinant
Solution:Given 1; = 3 and 1, = 15,13 =?
We know that sum of the eigen values = Sum of the main diagonal elements
>M+A+1;=8+7+3
23+154+1;=18= 1, =0

We know that the product of the eigen values = | A |

= (3)(15)(0) = | 4]

= |A| =0
3 10 5

5. If 2,2, 3arethe eigen values of A=|—-2 —3 —4/, find the eigen values of AT
3 5 7

Solution:By the property “A square matrix A and its transpose A”have the same eigen

values”, the eigen values of A are 2,2,3

2 00
6. Find the eigen valuesof A=|1 3 0
0 4 4
2 00
Solution:Given A=|1 3 0] .Clearly, A is a lower triangular matrix. Hence, by the
0 4 4

property “the characteristic roots of a triangular matrix are just the diagonal elements of the

matrix”, the eigen values of A are 2, 3, 4

3 -1 1
7. Two of the eigen values of A=|-1 5 —1] are 3 and 6. Find the eigen values of
1 -1 3

A—l
Solution:Sum of the eigen values = Sum of the main diagonal elements = 3 +5+3 =11

Given 3,6 are two eigen values of A. Let the third eigen value be k.



Then,3+6+k=11=>k=2
Therefore, the eigen values of A are 3, 6, 2

By the property “If the eigen values of A arel;, 1,, A5, then the eigen values of A™1

111y i -1 111
are/ll,/lz,/,l3 , the eigen values of A™" are 3%
8. Find the eigen values of the matrix[_l5 _42] Hence, form the matrix whose eigen

values are% and — 1
Solution: Let A =[_15 _42] The characteristic equation of the given matrix is A2 — $;1 +

S, = 0 where S; = Sum of the main diagonal elements = 5 and S, = |A | =—6

—B)2 _ —
Therefore, the characteristic equationis 2> =51 —6=0= A1 = SO 4(O) _ 547

2(1) 2
6,—1
Therefore, the eigen values of A are 6, -1
Hence, the matrix whose eigen values are % and —1is A1
1
Al=——adj A
| 4]
— — peadipa—[4 2
|A] =4-10=-6;adiA=[; {]
-1 _ i 4 2
Therefore, A=t = —~ [5 1
2 10
9. Find the eigen values of the inverse of the matrix A={0 3 4]
0 0 4

Solution:We know that A is an upper triangular matrix. Therefore, the eigen values of A are

2, 3, 4. Hence, by using the property “If the eigen values of A arel, 1,, 13, then the eigen

values of A~ are—, >, 27, the eigen values of A~ are 111
2’2" As 2’3’4
1 2 3
10. Find the eigen values of 43 given A=[0 2 -7
0 O 3




1 2 3
Solution:Given A=|0 2 —7]|. Ais an upper triangular matrix. Hence, the eigen values of
0 0 3

Aarel, 2,3
Therefore, the eigen values of 43 are 13,23,3% i.e., 1,8,27

11.1f 1 and 2 are the eigen values of a 2 x 2 matrix A, what are the eigen values of
A% and A~ 1?

Solution:Given 1 and 2 are the eigen values of A.

Therefore, 12 and 22 i.e., 1 and 4 are the eigen values of 4% and 1 and % are the eigen
values of 471

2 2 1

1 3 1], find the eigen values of 5A
1 2 2

12.1f 1,1,5 are the eigen values of A =

Solution:By the property “If 1,,1,, 15 are the eigen values of A, then kA4, kA,, kA5 are the
eigen values of kA, the eigen values of 5A are 5(1), 5(1), 5(5) ie., 5,5,25

13. Find the eigen values of A, A%, 43,4% 34,471, A~ 1,34% + 54> —6A + 21if A= 2 3]

0 5

Solution:Given A = [3 g] A is an upper triangular matrix. Hence, the eigen values of A are

2,5

The eigen values of A2 are 22,5% i.e., 4, 25
The eigen values of A3 are 23,53 i.e., 8, 125
The eigen values of A* are 2%,5% i.e., 16, 625

The eigen values of 3A are 3(2), 3(5) i.e., 6, 15

. _ 11
The eigen values of A™! are 3'c

A-i=lo -l 1=l 3l



Since A - | is an upper triangular matrix, the eigen values of A- | are its main diagonal

elementsi.e., 1,4

Eigen values of 343 + 542 — 64 + 21 are 3A3 + 512 — 61, + 2 and 323 + 513 — 61, + 2 where
Al == 2 and AZ == 5

First eigen value = 313 + 542 — 61, + 2
=3(2)°+ 5(2)?-6(2) + 2 =24 + 20 -12 + 2=34
Second eigen value = 313 + 513 — 64, + 2
= 3(5)*+ 5(5)* 6(5) + 2

=375+ 125-30+ 2 =472

3 2 1
14. Find the eigen values of adj Aif A=[0 4 2
0 01
3 21
Solution:Given A=|0 4 2|. Ais an upper triangular matrix. Hence, the eigen values of A
0 0 1
are 3,4,1
We know that A~ = ﬁ adj A
AdjA=|Al47?

. _ 11
The eigen values of A™! are S 1

| A| =Product of the eigen values = 12

Therefore, the eigen values of adj A is equal to the eigen values of 12 A7t i.e., %% 12 i.e.,
4,3, 12
1 2 3 1 0 0 1 0 0
Note: A=|0 4 5|,B= [2 4 OI,C = [0 4 0]. Here, A is an upper triangular matrix,
0 0 6 3 5 6 0 0 6

B is a lower triangular matrix and C is a diagonal matrix. In all the cases, the elements in the

main diagonal are the eigen values. Hence, the eigen values of A, Band C are 1, 4, 6



2 2 1
1 3 1] are equal and they are%times the third. Find
1 2 2

15. Two eigen values of A =

them
Solution:Let the third eigen value be A5

We know that A; + A, + A3 =2+3+2=7
. A3
Given 4; = 1,= <

A3 A3
=242 =7
5 +5 + 13

1 1 7

Therefore, A; = 1, = 1 and hence the eigen values of Aare 1,1, 5

2 0 1
16.If 2, 3 are the eigen values of [0 2 Ol,find the value of a
a 0 2
2 0 1
Solution:Let A=|0 2 0]. Let the eigen values of A be 2, 3, k
a 0 2

We know that the sum of the eigen values = sum of the main diagonal elements
Therefore, 2 +3 +k=2+2+2=6=>k =1

We know that product of the eigen values = | A|

=2(3)(k) = | Al

2 0 1
0 2 0
a 0 2

>6= 56=2(4)-0+1(-2a)>6=8—-2a=>2a=2=a=1

1 1 3
151]are

311

17. Prove that the eigen vectors of the real symmetric matrix A =

orthogonal in pairs



Solution:The characteristic equation of A is

A3 — 85,22 + S,A — S; = Owhere S; = sum of the main diagonal elements = 7,

S, = Sum of the minors of the main diagonal elements =4+ (—8)+4 =0

1 1 3
1 51
31 1

S;=|A| = =1(4) — 1(=2) + 3(-14) = —36

The characteristic equation of Ais A3 — 712 + 36 = 0

3 1-7 0 36
0 3 -12 -36
1 -4 -12 0

Therefore, 1 = 3,12 — 41 — 12 = 0 = 1 = 3,1 = R/ -4(12) _ 448

2(D)
Therefore, the eigen values of A are -2, 3, 6

To find the eigen vectors:

A-ADX=0
3 1 31[* 0
Case 1: When 1 = -2, [1 7 1] [xz] = [0
3 1 3llx3 0
3x1 + Xy + 3x3 =0 - (1)
X1+ 7x5 +x3 = 0 ----mm-m- (2)
3x; + x5 +3x3 =0 -----—- (3)

Solving (1) and (2) by rule of cross-multiplication, we get,

X1X2X3
1 3 3 1
L1 L1 L
R ERED
1
1 _%2_ X% -
—20-0 20 % (1)]

2

=6,—2



1 371[*% 0
Case 2:When 1 = 3, [ 1 2 1/|[*|=]0
3 1 -211%3 0

_le + Xy + 3x3 =0 - (1)
x1+2x2+x3:0 _________ (2)
3x1 + Xy — ZX3 E N | — (3)

Solving (1) and (2) by rule of cross-multiplication, we get,

X1X2X3
1 3 -2 1
[ I
SV V1V ViV Vs
X1 X2 X3 _
55 -5 M27
-5 1 3 1[*1 0
Case3:When/’l:6,[1 -1 1 []|*2|=]0
3 1 —=511x%3 0
_le+xZ+3x3:0 """"" (1)
X1 =Xz +x3 =0 ----mmmmv (2)
3x1 +x, — 5x3 = 0 -------m- (3)

Solving (1) and (2) by rule of cross-multiplication, we get,

X1X2X3
1 3 -5 1
A I
qY Y1V V1V +_1
X1 X2 3
4~ 8 4 3
-1 1 1
Therefore, X, =0 |, X, =|-1| ., X3 =| 2
1 1 1

To prove that: XTX, = 0,XIX; =0,XIXx;, =0

1
XTx,=[-1 0 1][-1]:—1+0+1=0
1

1
2
1



1
XIX;=[1-1 1] 2]=1—2+1=0
1

-1
XIx,=[1 2 1] o]=—1+0+1:0
[ 1

Hence, the eigen vectors are orthogonal in pairs

1 2 3
2 2 4]lsthe
1 2 7

18. Find the sum and product of all the eigen values of the matrix A =

matrix singular?
Solution:Sum of the eigen values = Sum of the main diagonal elements =Trace of the matrix
Therefore, the sum of the eigen values = 1+2+7=10
Product of the eigen values = |A| =1(14 - 8) -2(14 - 4) + 3(4 - 2) = 6-20+ 6= - 8

| A| #0. Hence the matrix is non-singular.

1 2 -2
19. Find the product of the eigen valuesof A=|1 0 3 ]
-2 -1 -3
1 2 =2
Solution:Product of the eigen values of A= |A|=|1 0 3 [=1(3)-23)-2(-1) =
-2 -1 -3

3—6+2=-1
ORTHOGONAL TRANSFORMATION OF A SYMMETRIC MATRIX TODIAGONAL FORM:
Orthogonal matrices:
A square matrix A (with real elements) is said to be orthogonal if AAT = ATA =1 or AT = A™1
Problems:
cos0 sin@ 0]

1. Check whether the matrix B is orthogonal. Justify. B = [—sin 0 cos6 0
0 0 1

Solution: Condition for orthogonality is AAT = ATA =1

To prove that: BBT = BTB =1

sind cosf@ O
0 0 1

=|-sin@ cosfB O
0 0 1

cos8 sin@ 0
B— ,BT:

cosf —sin@ 0]



cos@ sinf8 O0][cos@ —sin8 0
BBT = |—sin® cos@ O0||sin@ cos6 0

0 0 1 0 0 1
cos?%6 + sin?0 —sinBcosO + sinfcosfd 0 1 0 0
= |—sinBcosO + sinB cos 8 + 0 sin%0 + cos?6 + 0 oj]=(0 1 0
0 0 1 0 0 1
Similarly,
cosf@ —sin@ O0][cosf8 sinf O
BB =|sin® cos@® O||-sin6 coso 0|=
0 0 1 0 0 1
cos?6 + sin?6 sinfcos® — sinf cosf 0 1 0 0
sin @ cos 8 — sin 8 cos 6 sin%6 + cos?6 + 0 of|=1]0 1 0
0 0 1 0 0 1
Therefore, B is an orthogonal matrix
2. Show that the matrix P = [ cos 6 sin@ is orthogonal
—sin@ cos0@
Solution:To prove that: PPT = PTP =]
_J[cos® sin®]. o7+ _[cos® —sinB
P= [—sine cos 6]’ Pr= [sinG cos 9]
ppT = [ cos?6 + sin*0 —sin9c059+sin9c059] _ [1 0]=,
—sin6 cos 6 + sin6 cos 8 sin%6 + cos?6 0 1
. Tr_ [cos® —sinB][cosB sinH
Similarly, PP = [sin O cosH ] [—sin 0 cos 6]
_ [ cos?0 + sin®6 sinf cos @ —sin6 cos O] _ [1 0 _J
sin @ cos @ — sin 6 cos 0 sin%6 + cos?6 0 1

Therefore, P is an orthogonal matrix

WORKING RULE FOR DIAGONALIZATION

[ORTHOGONAL TRANSFORMATION]J:

Step 1: To find the characteristic equation

Step 2: To solve the characteristic equation

Step 3:To find the eigen vectors

Step 4: If the eigen vectors are orthogonal, then form a normalized matrix N
Step 5: Find NT

Step 6: Calculate AN

Step 7: Calculate D = NTAN



Problems:

3 -1 1
1. Diagonalizethematrix[—l 5 —1]
1 -1 3
3 -1 1
Solution: LetA=|-1 5 —1]
1 -1 3

The characteristic equation is 43 — $;1%2 + 5,4 — S; = 0 where
S; = Sum of the main diagonal elements =3+ 5+ 3 =11

S, = Sum of the minors of the main diagonalelements = (15—1)+ (9 —-1)+ (15-1)
=14+8+14=36

S;=141=3(15-1)+1(-3+1) +1(1—5)=3(14)—2—4=42—6 = 36

Therefore, the characteristic equation is A3 — 114%2 + 364 —36 = 0

211 11 3  -36
0 2 .18 36
1 9 18 0
A=2,12—91418 =01 =2, 1 = 204U _ 981772943 _ ¢ 5

2(1) 2 2
Hence, the eigen values of A are 2, 3, 6
To find the eigen vectors:

(A—ADX =0

3-1 -1 1 X1 0
s ]|
1 -1 3-2Allx3 0

1 -1 11r*% 0
Case 1: When 4 = 2, [—1 3 —1] [xz] = [0]

1 -1 111Ix3 0
X1 — Xy +x3 =0 ---------- (1)
—x1+ 3%y —x3 = 0 == (2
X1 — X3 +x3 =0 -----mmm- (3)

Solving (1) and (2) by rule of cross-multiplication,



X1X2X3

Xy Xz X3 Xp Xz X3 X X
1-3 —-1+41 3-1 -2 0 2 -1 0
-1
X1: O
1
0 -1 11* 0
Case2: When1=3,|-1 2 —=1]||*2|=]0
1 -1 011lxs 0
0x; —x; +x3 =0 --------m- (1)
—xq +2x5 —x3 = 0 -----—-- (2)
X1 — X3+ 0x3 =0 -------m- (3)

Solving (1) and (2) by rule of cross-multiplication,

X1X2X3

N

X1 Xy X3 X1 Xy X3 X1 Xy

= S5 S—=—=— >
1-2 -1-0 0-1 -1 -1 -1 1 1

1
1
1

-3 -1 11[* 0
Case 3: When 4 =6, [—1 -1 —1] [xz] = [0]

X2=

1 -1 -=311x3 0
—3x1 — Xy +x3 =0 -----mm-m- (1)
—Xg =Xz — X3 =0 --omem- (2)
Xy —X%3—3x3 =0 --------- 3

Solving (1) and (2) by rule of cross-multiplication,



X1X2X3

OO

X1 X2 X3 X1 X2 x3=>x1 X2
141 -1-3 3-1 2 —4 2 1 -2
1
X3:_2
1
1
XIx,=[-1 0 1]|1|=-140+1=0
1
1
XIx;=[1 1 1]|-2|=1-2+1=0
1

-1
XIx,=[1 -2 1][0‘=
1

Hence, the eigen vectors are orthogonal to each other

-1 1 1 -1 0
= 5w/ |7
The Normalized matrix N =| = — 2| NT =|= =
|2 3 6| |3 3
1 1 1 1 -2
lz V3 «/€J l6 V6
-1 1 L] [—_2 3 i]
3 —1 17|Vz2 V3 Ve I\/f V3 \/gl
AN = s |l L oz2|oje 3 o-m
=1 e B BT|IE B OV
Lo-1 3dla 1 af [z 3 &
2 V3 V6 V2 V3 Ve
—1 0 13r—2 3 6 1
V2 V2 V2lV2 V3 W6
1 1 1 0 3 =12
NTAN=|—= — —=ll= = —I=
V3 V3 V3||V2 V3 <6
1 -2 1 2 3 6
V6 V6 Velly2 3 6
2 0 0
ie, D= NTAN=|0 3 0]
0 0 6

The diagonal elements are the eigen values of A

X3
1
—140+1=0
1
7|
—|
3
1
=l
r 4 0 0 1
2 6 12
0 9 0
v6 3 418
0 0 36
V12 V18 6 |




8 -6 2
2. Diagonalize the matrix |-6 7 —4

2 -4 3
8 -6 2
Solution: LetA=|-6 7 —4
2 -4 3

The characteristic equation is A3 — $;1%2 + 5,1 — S; = 0 where

S; = Sum of the main diagonal elements =8 + 7 + 3 = 18

S, = Sum of the minors of the main diagonalelements = (21 —16) + (24 —4) + (56 — 36)

=5+20+20=45

S;=]A] =8(21—16) + 6(—18 + 8) + 2(24 — 14) = 8(5) — 60 + 20 = 0

Therefore, the characteristic equation is A3 — 184% + 454 — 0 =0 i.e., A2 — 1842 + 451 =0

=>A(1>-181+45)=0=>1=0,1=

18+./(—18)2 —4(1)(45) 18++324-180 18+ 12

2(1)

= 15,3
Hence, the eigen values of A are 0, 3, 15
To find the eigen vectors:

(A—ADX =0

8—-1 -6 2 X1 0

-6 7—-1 =4 |[*2[=]0

2 -4 3-111%3 0
8 6 2

X1 0
Case 1: When 4 =0, [—6 7 —4] [xz] = [0]

2 —4 311X 0
8xy — 6xy +2x3 =0 ---------- 1)
—6x1 + 7xy — 4x3 = 0 -------- (2
2x; —4xy +3x3 =0 ------m-- (3)

Solving (1) and (2) by rule of cross-multiplication,

X1 X, X3

N R

2 2



X1 X2 X3 N X1 Xz X3 X1 X2 X3
= = —_—_——=
24—14 -12+4+32 56—-36 10 20 20 1 2 2

1
X1 - 2]
2
5 -6 21M™* 0
Case2: WhenA1=3,|-6 4 —4||x2|=|0
2 =4 011x3 0
5x; —6x; +2x3 =0 -------- (1)
_6X1 + 4x2 - 4X3 == 0 """" (2)
2x1 —4x; + 0x3 = 0 --------- (3)

Solving (1) and (2) by rule of cross-multiplication,

X1 X2 X3
-6 2 5 -6
KK
X1 Xy X3 :xl_xz_x3 X1 X2 X3
24—8 —12+20 20-36 16 8 —-16 2 1 =2
2
XZ = 1
-2
-7 —6 2 1M 0
Case 3: When 4 = 15, [—6 — —4 ] [Xz] = [0]
2 —4 —12llxs 0
_7x1 - 6x2 + ZX3 - 0 """"" (l)
_6X1 - 8x2 - 4X3 = 0 “““““ (2)
le - 4‘x2 - 1ZX3 —_ 0 """"" (3)

Solving (1) and (2) by rule of cross-multiplication,

X1 X2 X3
-6 2 -7 -6
AR
X1 Xy X3 X1 _ Xy Xz _Xi_ X _ X3

24+16 —12—-28 56-36 40 —40 20 2 —=2 1



X3:

2
-2
1
2

XTx,=[1 2 2][1]=2+2—4:0
2

2
XIx;=[2 1 -2 [—2] =4-2-2=0
1

1
XX, =2 -2 1] H=2—4+2=0
2

Hence, the eigen vectors are orthogonal to each other

12 z
3 3 3 1 2 2
The Normalized matrixNzé % _?2 =§[2 1 —2]
2 2 1 = 21
3 3 3
1 2 2
>3 Sl ap o2 2
T _ —
N=13 3 ?—5[2 1 —2]
5 o 1 2 =2 1
13 3 3
AN =
8 -6 2 11 2 2 ) 8 -6 2 1 2 2
—67—4521—2=§—67—421—2=
2 -4 3 2 =2 1 2 -4 3

8—12+14 16 —6—4 16 +12+2
—-6+14-8 -—-12+7+8 —-12-14-4

2 =2 1
) 0 6 30 0 2 10
=§[0 3 —30] = [0 1 —10]
2—8+6 4—-4-6 4+8+3 0 -6 15 0 -2 5

11 2 270 2 107 4
T
NTAN=Z|2 1 -2[[l0 1 -10[=%

0+0+0 2+2-4 10-—-20+10
0+0+0 4+1+4 20-10-10

312 =2 1llo =2 s 1 3lo+o0+0 4—2-2 20+20+5
L0 0 0] [0 0 0
=§[0 9 0]=[0 3 0]
0o 0o 451 lo o 15
00 0
ie. D=NTAN = |0 3 o]
0 0 15

The diagonal elements are the eigen values of A




QUADRATIC FORM- REDUCTION OF QUADRATIC FORM TO CANONICAL FORM BY
ORTHOGONAL TRANSFORMATION:

Quadratic form:

A homogeneous polynomial of second degree in any number of variables is called a quadratic
form

Example: 2x? + 3x2 — x2 + 4x,x, + 5x,x3 — 6x,x5 iS @ quadratic form in three variables
Note:

The matrix corresponding to the quadratic form is
coeff.of x? %coeff.ofxlxz %coeff.ofx1x3]

Ecoeff.ofxle coeff.of x2 %coeff.ofx2x3|

Ecoeff.ofx3x1 %coeff.ofx_o,xz coeff.of x3 J

Problems:
1. Write the matrix of the quadratic form 2x3 — 2x3 + 4x3 + 2x,x, — 6x1x3 + 6x,X3
[ coeff.of x? %coeff.ofxlxz %coeff.ofx1x3]

Solution:Q = Ecoeff. of x,x;  coeff.of x2 %coeff. 0fx2x3|
Ecoeff.ofxgxl %coeff.ofxgxz coeff.of x3 J

Hel'e xel = xlxz ; x3x1 = X1X3 X XZX3 = X3x2

2 1 -3
Q=11 -2 3
-3 3 4

2. Write the matrix of the quadratic form 2x? + 8z% + 4xy + 10xz — 2yz

[ coeff.of x? % coeff.of xy % coeff.ofxz] .
Solution:Q=|% coeff.of yx  coeff.of y? % coeff.ofyz|= [2 0 —1]
[% coeff.of zx % coeff.of zy  coeff.of z* J > -1 8

3. Write down the quadratic form corresponding to the following symmetric matrix

0 -1 2
-1 1 4
2 4 3

aj; Qi di3 0o -1 2
Solution:Let |Gz1 A2 Q3= |-1 1 4

az; dzz dazz 2 4 3



The required quadratic form is

allx% + azzxz% + 0—'335’55 + 2(ag2)x1 X, + 2(az3)xx3 + 2(ay3)x, X3

= 0x? + x7 + 3x% — 2xyx; + 4x;%3 + 8x5x3

CONSISTENCY OF LINEAR ALGEBRAIC EQUATION

A general set of m linear equations and n unknowns,

Xy +apxy +eee TaRX, =0

anXp TdpXy £ Ty, X, =6y
r‘?lwl;rl + amﬁxl T + amuxn = fm
can be rewritten in the matrix form as
ap ap ay, || X €
ay dy Ay, || X2 5
_uml am" umn _IPI'_ _Ci'l'-l_

Denoting the matrices by A, X, and C, the system of equation is, AX = C where A is called
the coefficient matrix, C is called the nght hand side vector and X is called the solution
vector. Sometimes AX=C systems of equations are written in the augmented form. That is



The number of Nonzero Rows is 3. Hence R(A)=3.

5. Find the Rank of the Matrix B =

_ O O -
N DN O
(el G IR S

o
E- N )

A possible minor of least order is whose determinant is non zero.

o
N N O
N

Hence it is possible to find a nonzero minor of order 3.

Hence R(B)=3.

CONSISTENCY OF LINEAR ALGEBRAIC EQUATION

A general set of m linear equations and n unknowns,

A Xy A X, +oeeeee +a,,X, =C
8.21X1 + a.ZZX2 +oeeeens + aZan = 02
A, X +8 X, +ones +a, X =C.

can be rewritten in the matrix form as

all a12 ' ' aln Xl Cl
a21 a22 ' ' a2n X2 C2
_aml amZ amn _Xn_ _Cm_

Denoting the matrices by A, X, and C, the system of equation is, AX = C where A is called
the coefficient matrix, C is called the right hand side vector and X is called the solution
vector. Sometimes AX=C systems of equations are written in the augmented form. That is



- -
8 8p e 8y, "
C
QB e a,, C2
[A:C] =] :
Ay, By e Byt

Rouche’sTheorem

1. A system of equations AX =C is consistent if the rank of A is equal to the rank of the
augmented matrix (A:C). If in addition, the rank of the coefficient matrix A is same as the

number of unknowns, then the solution is unique; if the rank of the coefficient matrix A is less
than the number of unknowns, then infinite solutions exist.

2. A system of equations AX=C is inconsistent if the rank of A is not equal to the rank of the
augmented matrix (A:C).

[Al [X] = [B]
|
[ |
Consistent System if Inconsistent System if
rank (A) = rank (A.B) rank (A) < rank (A.B)
[
[ |
Unique solution if Infinite solutions if
rank (A) = number of unknowns rank (A) < number of unknowns

Problems
1. Check whether the following system of equations
25X1 +5X2+X3 = 106.8
64X1 +8X2+X3 = 177.2

89x1 +13x,+2Xx3 = 280 is consistent or inconsistent.

Solution
The augmented matrix is

25 5 1 :106.8
[A:B]=|64 8 1 :1772
89 13 2 :280.0

To find the rank of the augmented matrix consider a square sub matrix of order 3x 3 as

5 1 106.8
8 1 177.2 | whose determinantis 12. Hence R[A:B]is 3.
13 2 280.0



So the rank of the augmented matrix is 3 but the rank of the coefficient matrix [A] is 2

as the Determinant of A is zero. Hence R[ A: B] # R [A].Hence the system is
inconsistent.

2. Check the consistency of the system of linear equations and discuss the nature
of the solution?
X;+2x5 +x5 =12
3xp+x; —2x3 =1
dx, —3x5 —x3=3

EI] +4I2 +2X3 =4

Solution
The augmented matrix is
1 2 1 2
3 1 -21
[A:B]=
4 -3 -1 3
2 4 2 4
[A: B]is reduced by elementary row transformations to an upper triangular matrix
1 2 1 2
0 -5 -5 -5

= 0 11 5 =& R2=R2-3R1, Rs=R3-4R:, Ri= Rs- 2R;

0 0 0 O

1 2 1 2

0 1 1

= R.=R2/ -5
0 -11 -5 -5

0 0 0 O

1 2 1 2
Jottd Rs=Rs +11 R;
0 06 6

0000

Here R [A: B]=R[A] =3.Hence the system is consistent. Also R[A] is equal to the

number of unknowns. Hence the system has an unique solution.

3. Check whether the following system of equations is a consistent system of

equations. Is the solution unique or does it have infinite solutions



J:'l +2.1-2 - 3.T3 _4_1_4 - {:.'
X+ 3.'-'['2 + X3 —2}{'4 =4

Solution
The given system has the augmented matrix given by

12 -3 -4 6
[A:B]=|1 3 1 -2 4
2 5 -2 -5 10

[A: B]is reduced by elementary row transformations to an upper triangular matrix
1 2 -3 -4 6|
=10 1 4 2 —-2|R:=R2>-Ri,R3=R3-2R;
01 4 3 -2

1 2 -3 -4 6|
= O 1 4 2 —2 R3:R3—R2
00 0 1 O

Aand [A: B]are each of rank r = 3, the given system is consistent but R[A] is not
equal to the number of unknowns. Hence the system does not has a unique solution.

4. Check whether the following system of equations
3X=2y+32=8
X +3 y+6z = =3
2X+ 6y+12z = -6
is a consistent system of equations and hence solve them.

Solution
Let the augmented matrix of the system be
3 -2 3 8
[ABl= (1 3 6 -3
12 6 12 -6
1 3 6 -3]
=13 -2 3 8 Ri=R: R=R;
2 6 12 -6
1 3 6 -3]
= (0 11 15 -17| R,;=R:-3R:,R3=R3-2R;
00 0 O

R[A:B] = R[A] = 2.Therefore the system is consistent and posses solution but rank is not



equal to the number of unknowns which is 3.Hence the system has infinite solution. From
the upper triangular matrix we have the reduced system of equations given by

X +3 y+6z = -3 ; 11y+15z = -17 .
By assuming a value for y we have one set of values for z and x.For example when y=3,
z = —10/3 and x = 8.Similarly by choosing a value for z the corresponding y and x can be
calculated. Hence the system has infinite number of solutions.

5. Check whether the following system of equations
X+y +z2=6
3x=-2y+4z=9
X=y=z=0
Is a consistent system of equations and hence solve them.

Solution
Let the augmented matrix of the system be
1 1 1 6

-2 4 9
-1 -1 0
1 1 6

[A:B]

3

1

1

0 -5 1 -9| Ry=Rr3Ri,Rs=Rs—R;
0 -2 -2 -6

1 1 1 6

0 1 -1/5 9/5| Ry=Ry/-5

0 -2 -2 -6

11 1 6
=10 1 —]/5 9/5 R: = R3+2 R,
0 0 -12/5 -12/5

Hence R[A B] =R[A] =3 which is equal to the number of unknowns. Hence the system is
consistent with unique solution. Now the system of equations takes the form

X+y +z=6; y-z/5=9/5; —12/5z = —-12/5.
Hence z =1. Substituting z = 1 in y-z/5 =9/5 we have y-1/5 = 9/5 or y = 1/5+9/5 = 10/5.

Hence y =2. Substituting the values of y,z in x+y + z = 6 we have x= 3. Hence the system
has the unique solution as x= 3,y =2,z =1.

CHARACTERISTIC EQUATION

The equation |4 — AI| = 0 is called the characteristic equation of the matrix A
Note:

1. Solving |4— Al| =0, we get n roots for 4 and these roots are called characteristic
roots or eigen values or latent values of the matrix A

2. Corresponding to each value of 4, the equation AX = AX has a non-zero solution
vector X



