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I. INTRODUCTION TO STATISTICS 

Origin and development of statistics – Definition of statistics-Importance and Scope of 

Statistics – Limitations of statistics – Misuse of statistics. Presentation of Data- 

Diagrammatic representation of data – Bar diagrams – Pie diagrams – histogram- Frequency 

Polygon and frequency curve – Pictogram and Cartogram. 

 

History 

Statistics is a very well-known term in the history, be it ancient or medieval. However, there are 

still a few unanswered questions. One such question is – “origin of the word „statistics‟.” There 

are several views related to the same. One such view is that it has a Latin origin and the word 

that it comes from is „status.‟ On the contrary, another view speaks of its Italian origin and that it 

comes from „statista.‟ According to scholars, the origin is German and the word it comes from is 

„statistik.‟ Similarly, according to more suggestion, the origin is traced back to a French word 

called „statistique.‟ In the past, statistics was all about “collection” of data. Also, the goal was to 

maintain the data for the welfare of everyone in the area. According to various calculations, 

there were several predictions that led to one or the other answer. Statistics play a very vital role 

in any domain. It helps in collecting data, be it in any field. Along with that, it also helps in 

analyzing data using statistical techniques. 

 

What is Statistics? 

Statistics can come forward in two ways: singular and plural. In plural form, statistics is 

quantitative as well as qualitative. In the plural sense, data is generally taken into account 

keeping in mind the statistical analysis. Singularly, it is more like a scientific method that helps 

in presenting, collecting, as well as analyzing data. All of this brings some major characteristics 

into the limelight. 

 

Statistics is the study of the collection, organisation, analysis, interpretation and presentation of 

data. It is built up from the field of mathematics known as probability. Probability gives us a 

way to determine how likely an event is to occur. It also gives us a way to talk about 

randomness. It can be used in every field of scientific research, such as psychology, economics, 

medicine, advertising, demography and many more. Statistical course will teach students on the 

basic concepts of logic, mathematics, statistical reasoning, analyse data, evaluate data and 

research methods. 

 

Basically, there are two branches of statistics. They are – Descriptive and Inferential. Here is a 

brief knowledge of both of the branches. 

 Descriptive: This branch deals with the basic and major aspects related to numeric. 

The numeric‟s and data contain graphs, tables, and many more quantities. These 

quantities help with serving information. 

 Inferential: This branch deals with making inferences about the large data group. The 

knowledge for making inferences generally comes from samples. Sample evidence brings 

out inferences. 

 

What is the importance of statistics? 

 Statistical knowledge helps to use the proper methods to collect the data, employ the 

correct analyses, and effectively present the results. Statistics is a crucial process behind 

how we make discoveries in science, make decisions based on data, and make 

predictions. 
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The scopes of the statistics are as follows: 

 Statistics being indispensable in the modern world has been of utmost use to the 

government as they are using statistics constantly researching to improve the economic 

development of countries. 

 Statistics in the industry are widely used for equality control. 

 In education also statistics are widely used because now research has become a common 

feature in all branches of activities and studies. 

 In the field of Medical sciences too statistical tools play a very vital role, for example, it is 

used to test the efficiency of a new drug or medicine. 

Statistics is indispensable in this modern age aptly termed as "the age of planning". The 

governments of most countries around the world are constantly researching to improve its 

economic development. Statistical data and techniques of statistical analysis are immensely 

useful in solving economical problems such as wages, price, time series analysis, demand 

analysis. It is an irreplaceable tool of production control. Business executives are relying 

more and more on statistical techniques for studying the preference of the customers. Industry 

statistics are widely used in equality control. In production engineering, statistical tools such 

as inspection plan, control chart etc. are extensively used to find out whether the product is 

confirming to the specifications or not. Statistics are useful to banker, insurance companies, 

social workers, labour unions, trade associations, chambers and to the politicians. 

 

Limitations: 

Limitations come a lot before directly applying the statistical methods. It is necessary to be 

aware of it in order to move ahead. Some of the primary limitations of statistics are: 

 Statistics is all about “aggregates.” Be it an individual or a statistician, they are all a 

part of the aggregate. 

 It also deals with quantitative data. However, it is not a very difficult task to do a 

conversion from qualitative to quantitative. All that is needed is the numerics and 

description related to the qualitative data. 

 In order to propose specific projections, i.e. sales, price, quantity and so on, there is a 

requirement of a set of conditions. So, if, by any chance, these conditions turn out to be 

wrong or are violated, there is a chance that the projections and its outcome will be 

inaccurate. 

 Statistical inferences make use of random sampling options. Hence, not following the 

rules for sampling would be a very bad idea as it can lead to wrong results. The 

conclusions coming off would have errors. So, the idea here is to consult the experts 

before hopping into the sampling scheme, directly. 

 

Misuse of Statistics: 

Statistics, when used in a misleading fashion, can trick the casual observer into believing 

something other than what the data shows. That is, a misuse of statistics occurs when a 

statistical argument asserts a falsehood. In some cases, the misuse may be accidental. In 

others, it is purposeful and for the gain of the perpetrator. When the statistical reason 

involved is false or misapplied, this constitutes a statistical fallacy. 

The false statistics trap can be quite damaging for the quest for knowledge. For example, in 

medical science, correcting a falsehood may take decades and cost lives. 

Misuses can be easy to fall into. Professional scientists, even mathematicians and 

professional statisticians, can be fooled by even some simple methods, even if they are 

careful to check everything. 
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Many misuses of statistics occur because: 

 The source is a subject matter expert, not a statistics expert. The source may 

incorrectly use a method or interpret a result. 

 The source is a statistician, not a subject matter expert. An expert should know when 

the numbers being compared describe different things. Numbers change, as reality does 

not, when legal definitions or political boundaries change. 

 The subject being studied is not well defined. 

 Data quality is poor.  

 

Presentation of Data- Diagrammatic representation of data 

Diagrammatic Presentation of Data gives an immediate understanding of the real situation to 

be defined by data in comparison to the tabular presentation of data or textual representations. 

Diagrammatic presentation of data translates pretty effectively the highly complex ideas 

included in numbers into more concrete and quickly understandable form. Diagrams may be 

less certain but are much more efficient than tables in displaying the data.  

 

Concept of Diagrammatic Presentation 

 Diagrammatic presentation is a technique of presenting numeric data through 

Pictograms, Cartograms, Bar Diagrams & Pie Diagrams etc. It is the most attractive 

and appealing way to represent statistical data. Diagrams help in visual comparison 

and have a bird‟s eye view. 

 Under Pictograms, we use pictures to present data. For example, if we have to show 

the production of cars, we can draw cars. Suppose, production of cars is 40,000. We 

can show it by a picture having four cars, where 1 Car represents 10,000 units. 

 Under Cartograms, we make use of maps to show the geographical allocation of 

certain things. 

 Bar Diagrams are rectangular in shape placed on the same base. Their height 

represents the magnitude/value of the variable. Width of all the bars and gap between 

the two bars is kept the same. 

 Pie Diagram is a Circle which is sub-divided or partitioned to show the proportion of 

various components of the data. 

 

Advantages of Diagrammatic Presentation 

(1) Diagrams Are Attractive and Impressive: 

Data presented in the form of diagrams are able to attract the attention of even a 

common man. 

(2) Easy to Remember 

Diagrams have a great memorizing effect. The picture created in the mind by 

diagrams last much longer than those created by figures presented through the tabular 

form. 

(3) Diagrams save Time 

It presents complex mass data in a simplified manner. Data presented in the form of 

diagrams can be understood by the user very quickly. 

(4) Diagrams Simplify Data 

Diagrams are used to represent a huge mass of complex data in a simplified and 

intelligible form, which is easy to understand. 

(5) Diagrams Are Useful in Making Comparisons 
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It becomes easier to compare two sets of data visually by presenting them through 

diagrams. 

(6) More Informative 

Diagrams not only depict the characteristics of data but also bring out other hidden 

facts and relations which are not possible from the classified and tabulated data. 

 

Types of One-dimensional Diagram: 

One dimensional diagram is that diagram in which the only length of the diagram is 

considered. It can be drawn in the form of a line or in various types of bars. 

Following Are the Types of One-dimensional Diagram: 

(1) Simple Bar Diagram 

Simple Bar diagram comprises of a group of rectangular bars of equal width for each 

class or category of data. 

(2) Multiple Bar Diagram 

This diagram is used when we have to make a comparison between two or more 

variables like income and expenditure, import and export for different years, marks 

obtained in different subjects in different classes, etc. 

(3) Sub-divided Bar Diagram 

This diagram is constructed by sub-dividing the bars in the ratio of various 

components. 

(4) Percentage Bar Diagram 

Sub-divided bar diagram presented on a percentage basis is known as Percentage Bar 

Diagram. 

(5) Broken-scale Bar Diagram 

This diagram is used when the value of one observation is very high as compared to 

the others. In order to gain space for the smaller bars of the series, the largest bars 

may be broken. The value of each bar is written at the top of the bar. 

(6) Deviation Bar Diagram 

Deviation bars are used for representing net changes in data like Net Profit, Net Loss, 

Net Exports, Net Imports, etc. 

 

Meaning of Pie Diagram: 

A Pie Diagram is a circle divided into sections. The size of the section indicates the 

magnitude of each component as a part of the whole. 

Steps Involved in Constructing Pie Diagram 

1. Convert the given values in percentage form and multiply it with 3.6‟ to get the 

amount of angle for each item. 

2. Draw a circle and start the diagram at 12‟O clock position. 

3. Take the highest angle first with protector (D) and mark lower angles successively. 

4. Shade different angles differently to show distinction in each item. 

Bar diagram 

There are two types of bar diagrams namely, Horizontal Bar diagram and Vertical 

bar diagram. While horizontal bar diagram is used for qualitative data or data varying 

over space, the vertical bar diagram is associated with quantitative data or time series data. 

Bars i.e. rectangles of equal width and usually of varying lengths are drawn 

either horizontally or vertically. 
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We consider Multiple or Grouped Bar diagrams to compare related series. Component or sub-

divided Bar diagrams are applied for representing data divided into a number of components. 

Finally, we use Divided Bar charts or Percentage.  

Bar diagrams for comparing different components of a variable and also the relating of the 

components to the whole. For this situation, we may also use Pie chart or Pie diagram or 

circle diagram. 

 

Example: 1 

The total number of runs scored by a few players in one-day match is given. 

PLAYERS 1 2 3 4 5 6 

RUNS SCORED 30 60 10 50 70 40 

Draw bar graph for the above data. 

 
FIGURE: 1 

 
FIGURE: 2 

 

Example: 2 

The total number of runs scored by a few players in one-day match is given. 

PLAYERS 1 2 3 4 5 6 

RUNS SCORED INNINGS 1 30 60 10 50 70 40 

RUNS SCORED INNINGS 2 42 50 50 35 40 15 
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Draw multiple bar graph for the above data. 

 

 
FIGURE: 3 

 

Example: 3 

The total number of runs scored by a few players in one-day match is given. 

PLAYERS 1 2 3 4 5 6 

RUNS SCORED INNINGS 1 30 60 10 50 70 40 

RUNS SCORED INNINGS 2 42 50 50 35 40 15 

Draw Component bar graph or Sub divided Bar graph for the above data. 

 
FIGURE: 4 

 

Example: 4 

The total number of runs scored by a few players in one-day match is given. 

PLAYERS 1 2 3 4 5 6 

RUNS SCORED INNINGS  1 30 60 10 50 70 40 

Draw Pie Chart for the above data. 
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FIGURE: 5 

 

Example: 5 

Represent the following data by a percentage bar diagram. 

Subjects Number of Students 

2016-17 2017-18 

Statistics 25 30 

Economics 40 42 

History 35 28 

Solution 

Subject 

2016-17 2017-18 

Number of 

students (%) 

Cumulative 

Percentage 

Number of 

students (%) 

Cumulative 

Percentage 

Statistics 25 25 30 30 

Economics 40 60 42 72 

History 35 100 28 100 

TABLE: 1 

 
FIGURE: 6 
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Example: 6 

Following are the data about the market share of four brands of TV sets sold in Panipat and 

Ambala. Present the data in the pie chart. 

Brand of Sets Units sold in Panipat Units sold in Ambala 

Samsung 480 625 

Akai 360 500 

Onida 240 438 

Sony 120 312 

Solution 

Total sets sold in Place A and Place B are 1,200 and 1,875 respectively. Data are to be 

represented by two circles whose radii are in the ratio of square roots of total TV sets sold in 

each city in the ratio of : or 1:1. The calculations regarding the construction of the pie 

diagram are as follows. 

Brands 

of Sets 

Place A Place B 

Sets 

Sold 

Sales(₹) Sales in terms of 

components of 

360° 

Sets 

Sold 

Sales 

% 

Sales in terms of 

components of 360° 

Samsung 480 40 40100×360∘=144∘ 625 33.3 33.3100×360∘=119.88∘ 

Akai 360 30 30100×360∘=108∘ 500 26.7 26.7100×360∘=96.12∘ 

Onida 240 20 20100×360∘=72∘ 438 23.4 23.4100×360∘=84.24∘ 

Sony 120 10 10100×360∘=36∘ 312 16.6 16.6100×360∘=59.76∘ 

Total 1,200  360° 1,875  360° 

TABLE: 2 

 
FIGURE: 7 
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FIGURE: 8 

 

HISTOGRAM 

 

What is a histogram? 

A histogram is a plot that lets you discover, and show, the underlying frequency distribution 

(shape) of a set of continuous data. This allows the inspection of the data for its underlying 

distribution (e.g., normal distribution), outliers, skewness, etc. An example of a histogram, 

and the raw data it was constructed from, is shown below: 

 

36 25 38 46 55 68 72 55 36 38 

67 45 22 48 91 46 52 61 58 55 

 

 
FIGURE: 9 

 

Bin Frequency Scores Included in Bin 

20-30 2 25,22 
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30-40 4 36,38,36,38 

40-50 4 46,45,48,46 

50-60 5 55,55,52,58,55 

60-70 3 68,67,61 

70-80 1 72 

80-90 0 - 

90-100 1 91 

TABLE: 3 

 

Example 7: The profit (in Rs crore) of a company from 1990-91 to 1999-2000 are given 

below: 

YEAR PROFIT YEAR PROFIT 

1990-91 35.6 1995-96 87.2 

1991-92 46.7 1996-97 113.1 

1992-93 39.8 1997-98 123.6 

1993-94 68.2 1998-99 119.7 

1994-95 93.5 1999-2000 130.8 

Represent this data by a simple bar diagram. 
Solution: The simple bar diagram of the above data is given below: 

 
FIGURE: 10 

 

Example 8: Represent the following data by subdivided bar diagram: 

Category Cost per chair (in Rs) year wise 

1990 1995 1960 

Cost of Raw Material 15 20 30 

Labour Cost 15 18 25 

Polish 5 6 15 

Delivery 5 6 10 

Solution: First of all we calculate the cumulative cost on the basis of the given amounts: 

Category Cost per chair (in Rs) year wise 

1990 Cumulative 

Cost (in Rs) 

1995 Cumulative 

Cost (in Rs) 

1960 Cumulative 

Cost (in Rs) 

Cost of Raw Material 15 15 20 20 30 30 

Labour Cost 15 30 18 38 25 55 

Polish 5 35 6 44 15 70 
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Delivery 5 40 6 50 10 80 

TABLE: 4 

On the basis of above table required subdivided bar diagram is given below: 

 
FIGURE: 11 

 

Example 9: Draw the multiple bar diagram for the following data. 

Year Sale 
(in ,000 Rs) 

Gross profit 
(in ,000 Rs) 

Net profit 
(in, ‘000 Rs) 

1990 100 30 10 

1995 120 40 15 

2000 130 45 25 

2005 150 50 30 

2010 200 70 30 

 

Solution: Multiple bar diagram for the above data is given below. 

 
 FIGURE: 12 

 

Example 10: Draw a percentage bar diagram for the following data: 

Category 

 

Cost Per Unit 

(1990) 

Cost Per Unit 

(2000) 
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Material 20 32 

Labour 25 36 

Delivery 5 12 

Solution: First of all percentage and cumulative percentage are obtained for both the years in 

various category. 

Category 

 

Cost Per Unit 

(1990) 

% Cost Cumulative 

% Cost 

Cost Per Unit 

(2000) 

% Cost Cumulative 

% Cost 

Material 20 40 40 32 40 40 

Labour 25 50 90 36 45 85 

Delivery 5 10 100 12 15 100 

TABLE: 5 

On the basis of above table required percentage bar diagram is given below 

 
FIGURE: 13 

 

Example 11: A company is started by the four persons A, B, C and D and they distribute the 

profit or loss between them in proportion of 4: 3: 2:1. In year 2010 company earned a profit 

of Rs 14400. Represent the shares of their profits in a pie chart. 

Solution: Given ratio is 4: 3: 2:1; Sum of ratios = 4 + 3 + 2 + 1 = 10 

Calculation of Degrees  

Partners 

 

Profits (in Rs) Sector Angles 

(in degree) 

A 14400 X 4 / 10 = 5760 5760 X 360 / 14400 = 144 

B 14400 X 3 / 10 = 4320 4320 X 360 / 14400 = 108 

C 14400 X 2 / 10 = 2880 2880 X 360 / 14400 = 72 

D 14400 X 1 / 10 = 1440 1440 X 360 / 14400 = 36 

TABLE: 6 
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FIGURE: 14 

 

PICTOGRAM 

Pictograms, also known as picture grams, are very frequently used in representing statistical 

data. Pictograms are drawn with the help of pictures. These diagrams indicate towards the 

nature of the represented facts. Pictograms are attractive and easy to comprehend and as such 

this method is particularly useful in presenting statistics to the layman. The picture which is 

used as symbols to represent the units or values of any variable or commodity selected 

carefully. The picture symbol must be self explanatory in nature. For example, if the increase 

in number of Airlines Company is to be shown over a period of time then the appropriate 

symbol would be an aeroplane. The pictograms have the following merits: 

(i) The magnitudes of the variables may be known by counting the pictures. 

(ii) An illiterate person can also get the information. 

(iii) The facts represented in a pictorial form can be remembered longer. 

 

Example 11: Draw a pictogram for the data of production of tea (in hundred kg) in a 

particular area of Assam from year 2006 to 2010. 

Year      2006  2007  2008  2009  2010 

Production of Tea (in 100 kg.)  2.5  3.0  4.0  5.5  7.0 

|Solution: Pictogram for the production of tea in a particular area of Assam from year 2006 

to 2010 is shown below: 

 
 FIGURE: 15 

CARTOGRAM 

Representation of the numerical facts with the help of a map is known as cartogram. By 

representing the facts by maps, the impact of the results on different geographical area may 
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be shown and to be compared also. Maps are helpful in comparative study of various districts 

of a state or different states of a country. For example, the production of wheat in different 

geographical areas can also be represented by cartogram. The quantities on the map can be 

shown in many ways, such as through shads or colours or by dots or by placing pictograms in 

each geographical area or by the appropriate numerical figure in each geographical area. 

 

Example: 1 Cartogram of Germany, with the states and districts resized according to 

population 

Example: 2 States and union territories of India on (Left) an equal-area map, and (Right) a 

Flow-Based Cartogram where areas are proportional to GDP. 

 
FIGURE: 16 

 

 
FIGURE: 17 
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MEASURES OF CENTRAL TENDENCY 

Simple averages – mean, median, mode – Geometric mean and Harmonic mean – Weighted 

Arithmetic mean – Measures of Dispersion- Range – Quartile deviation – Mean deviation – 

Standard deviation –Coefficient of variation – Combined mean and standard deviation. 

Skewness- Karl Pearson and Bowley’s Coefficient of Skewness- Moments- Kurtosis. 

 

Introduction 

A measure of central tendency is a single value that attempts to describe a set of data by 

identifying the central position within that set of data. As such, measures of central tendency 

are sometimes called measures of central location. They are also classed as summary 

statistics. The mean (often called the average) is most likely the measure of central tendency 

that you are most familiar with, but there are others, such as the median and the mode. 

The mean, median and mode are all valid measures of central tendency, but under different 

conditions, some measures of central tendency become more appropriate to use than others. 

In the following sections, we will look at the mean, mode and median, and learn how to 

calculate them and under what conditions they are most appropriate to be used. 

 
 

Mean (Arithmetic) 

The mean (or average) is the most popular and well known measure of central tendency. It 

can be used with both discrete and continuous data, although its use is most often with 

continuous data. The mean is equal to the sum of all the values in the data set divided by the 
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number of values in the data set. So, if we have n values in a data set and they have 

values x1,x2, …,xn, the sample mean, usually denoted by x   (pronounced "x bar"), is: x  = 

∑x / n. 

Median 

The median is the middle score for a set of data that has been arranged in order of magnitude. 

 

Mode 

The mode is the most frequent score in our data set. 
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Arithmetic mean for continuous distribution 
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Median for continuous frequency distribution 
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Mode for continuous frequency distribution: 
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Geometric mean: 
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Harmonic Mean 
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EXAMPLE: 11 
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Measures of Dispersion 
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Range: 
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Standard deviation: 
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CO-EFFICIENT OF VARIATION: 
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MEAN DEVIATION 

 
EXAMPLE 22 
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QUARTILE DEVIATION 
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RELATIVE MEASURES: 
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MEASURES OF SKEWNESS 
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CURVE FITTING 

Fitting a straight line and second degree parabola. Correlation- Scatter diagram – Limits of 

correlation coefficient – Spearman’s Rank correlation coefficient- Simple problems – 

Regression- Properties of Regression coefficients and regression lines. 

Fitting curves by Method of Least Squares 

 

Curve Fitting: Let (xi, yi); i = 1, 2… n be a given set of n pairs of values, X being 

independent variable and Y being the dependent variable.  The general problem in curve 

fitting is to find, if possible, an analytic expression of the form y = f(x), for the functional 

relationship suggested by the given data.  Fitting of curves to a set of numerical data is of 

considerable importance theoretical as well as practical.  Moreover, it may be used to 

estimate the values of one variable which would correspond to the specified values of the 

other variable. 

 

Fitting a straight line 

Let y = a + bx be the equation of the line to be fitted.  To estimate the values of a and b we 

have, the following normal equations. 





n
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i xbnay
11  

  
  


n

i

n

i

n

i

iiii xbxayx
1 1 1

2

 

Here n is the number of observations, and the quantities
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be obtained from the given set of points (xi, yi); i = 1, 2, …, n and the above equations can be 

solved for a and b. 

 

Solved Examples: 

Example 1: Fit a straight line to the following data: 

 

X 1 2 3 4 6 8 

Y 2.4 3 3.6 4 5 6 

Solution:  Let the straight line to be fitted is y = a + bx 

X Y XY X
2
 

1 2.4 2.0 1 

2 3 6.0 4 

3 3.6 10.8 9 

4 4 16.0 16 

6 5 30.0 36 

8 6 48.0 64 

24 24 113.2 130 

 

Using the normal equations,  
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2
  we get, 
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24 = 6a + 24b  and    

113.2 = 24a + 130b 

Solving above two equations, we get   

a = 1.976  and b = 0.506 

 

Example 2 : Fit a straight line to the following data: 

 

X 0 5 10 15 20 25 

Y 12 15 17 22 24 30 

 

Solution:  Let the straight line to be fitted is y = a + bx 

X Y XY X
2
 

0 12 0 0 

5 15 75 25 

10 17 170 100 

15 22 330 225 

20 24 480 400 

25 30 750 625 

75 120 1805 1375 

Using the normal equations,  
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n

i

n
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n

i

iiii xbxayx
1 1 1

2
  We get, 

120 = 6 a + 75 b and    

1805 = 75 a + 1375 b 

Solving above two equations, we get   

a = 11.29 and b = 0.697 

 

Example 3: Fit a straight line of the form y = a + bx for the following data and estimate the 

value of y when x is 40 

X 2 4 6 10 20 24 

Y 6 8 13 12 35 42 

Solution:  Here n = 6 

X Y XY X
2 

2 6 12 4 

4 8 24 16 

6 13 78 36 

10 12 120 100 

20 35 700 400 

24 42 1008 576 

66 116 1950 1132 

 

Using the normal equations,  
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  We get, 
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          116 = 6 a + 66 b and     

          1950 = 66 a + 1132 

Solving the above two equations, we get 

a = 1.073 and  

b = 1.66 

Now to estimate the value of y when x is 40, we substitute the value of x in the fitted 

equation 

y = a + b x 

(i.e.) y = 1.07 + 1.66 x 

           = 1.07 + 1.66 x 40 

        y = 67.47   

 

Fitting a parabola 

Let  y = a + bx+ cx
2
 be the equation of the line to be fitted.  To estimate the values of a and b 

and c, we have, the following normal equations. 
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Here n is the number of observations, and the quantities 
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n

i

i yx
1

2
can be obtained from the given set of points (xi, yi); i = 1, 2, …, 

n and the above equations can be solved for a, b and c. 

 

Solved Examples: 

 

Example 4: Fit a parabola to the following data: 

X 0 1 2 3 4 

Y 1 1.8 1.3 2.5 6.3 

 

Solution:  Let y = a + bx+ cx
2
 be the second degree parabola to be fitted, n = 5 

X Y X
2 

X
3 

X
4 

XY X
2
Y 

0 1.0 0 0 0 0 0 

1 1.8 1 1 1 1.8 1.8 

2 1.3 4 8 16 2.6 5.2 

3 2.5 9 27 81 7.5 22.5 

4 6.3 16 64 256 25.2 100.8 

10 12.9 30 100 354 37.1 130.3 

 

Using normal equations  
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 We get, 

 

12.9 = 5a + 10b + 30c 

37.1 = 10a + 30b + 100c 

130.3 = 30a + 100b + 354c 

Solving the above equations, we get a = 1.42; b = – 1.07; c = 0.55. 

Thus the required equation of parabola is y = 1.42 – 1.07x + 0.55x
2
 

  

Example 5: Fit a parabola to the following data and estimate y when x is 6 

X 1 3 4 5 7 

Y 2 3 6 15 39 

Solution:  Let y = a + bx+ cx
2
 be the second degree parabola to be fitted, n = 5 

X Y X
2 

X
3 

X
4 

XY X
2
Y 

1 2 1 1 1 2 2 

3 3 9 27 81 9 27 

4 6 16 64 256 24 96 

5 15 25 125 625 75 375 

7 39 49 343 2401 273 1911 

20 65 100 560 3364 383 2411 

Using normal equations   
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4322
 we get, 

 

65 = 5a + 20b + 100c 

383 = 20a + 100b + 560c 

2411 = 100a + 560b + 3364c 

Solving the above equations, we get a = 6.54; b = – 5.93; c = 1.51. 

Thus the required equation of parabola is y = 6.54 – 5.93x + 1.51x
2
 

 Now to estimate the value of y when x is 6, we substitute the value of x in the fitted equation 

y = a + bx+ cx
2 

   = 6.54 – 5.93 x 6 + 1.51 x 6
2
 

y = 25.32 

 

Correlation and Regression 

Correlation and Regression analyses are based on the relationship, or association, between 

two (or more) variables.  In correlation, we consider the linear relationship between two 

variables, the sample observations are obtained by selecting a random sample of the units of 

association (which may be persons, places, animals, points in time, or any other element on 

which the two measurements are taken) and by taking on each a measurement of X and a 

measurement of Y.  The objective is solely to obtain a measure of the strength of the 



6 

 

relationship between the variables. For example, the relationship between the wing length and 

tail length of a particular species of birds can be studied by the correlation analysis.  

 

Karl Pearson Coefficient of Correlation 

As a measure of intensity or degree of linear relationship between two variables, Karl 

Pearson (1867-1936), a British Biometrician, developed a formula called Correlation 

coefficient (also called as product moment correlation coefficient). 

Correlation coefficient between two random variables X and Y usually denoted by                 

r(X, Y) or simply rXY, is a numerical measure of linear relationship between them and is 

defined as 
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The correlation coefficient is a dimensionless number; it has no units of measurement.  The 

maximum value r can achieve is 1, and its minimum value is –1.  Therefore, for any given set 

of observations,  – 1  r   1.  The values r = 1 and r = – 1 occur when there is an exact linear 

relationship between x and y.   As the relationship between x and y deviates from perfect 

linearity, r moves away from 1 or – 1 and closer to 0.  If y tends to increase in magnitude as x 

increases, r is greater than 0 and x and y are said to be positively correlated; if y decreases as 

x increases, r is less than 0 and the two variables are negatively correlated.  If r = 0, there is 

no linear relationship between x and y and the variables are uncorrelated.  

 

Note: The formula (3.1) can be used when the values of x and y are integral values and 

formula (3.2) can be used when the values of x and y are in decimals.  For a continuous 

series of values the mid points of the class intervals will be used for x and y values. 

 

Solved Examples: 

Example 1:  Calculate the correlation coefficient between X and Y from the following data:      

  136
15

1

2


i

i XX    138
15

1

2


i

i YY                122
15

1


i

ii YYXX  
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Solution: 

We have 
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r(X,Y)     = 0.89 

 

Example 2.  Some health researchers have reported an inverse relationship between central 

nervous system malformations and the hardness of the related water supplies.  Suppose the 

data were collected on a sample of 9 geographic areas with the following results: 

C.N.S. 

malformation 

rate (per 1000 

births) 

9 8 5 1 4 2 3 6 7 

Water 

hardness(ppm) 

120 130 90 150 160 100 140 80 200 

Calculate the Correlation Coefficient between the C.N.S. malformation rate and Water 

hardness. 

 

Solution: 

Let us denote the C.N.S. malformation rate by x and water hardness by y.  The mean of the x 

series x = 5 and the mean of the y series y =130, hence we can use the formula (2.1) 

Calculation of correlation coefficient 

x y (x – x ) 

= x – 5 

(y – y )   = 

y – 130 

(x – x )
2 

(y – y )
2 

(x – x ) (y – y )
 

9 120 4 – 10 16 100 – 40 

8 130 3 0 9 0 0 

5 90 0 – 40 0 1600 0 

1 150 – 4 20 16 400 – 80 

4 160 – 1 30 1 900 – 30 

2 100 – 3 – 30 9 900 90 

3 140 – 2 10 4 100 – 20 

6 80 1 – 50 1 2500 – 50 

7 200 2 70 4 4900 140 

    (x – x )
2
=60 (y – y )

2
=11400 (x – x ) (y – y )=10 

2

1

1 1

22
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1
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                r(X,Y) = 0.012 

Therefore, the correlation coefficient between the C.N.S. malformation rate and water 

hardness is 0.012. 

 

Example 3:  Find the product moment correlation for the following data 

X 57 62 60 57 65 60 58 62 56 
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Y 71 70 66 70 69 67 69 63 70 

 

Solution: 

X Y XY X
2 

Y
2 

57 71 4047 3249 5041 

62 70 4340 3844 4900 

60 66 3960 3600 4356 

57 70 3990 3249 4900 

65 69 4485 4225 4761 

60 67 4020 3600 4489 

58 69 4002 3364 4761 

62 63 3906 3844 3969 

56 70 3920 3136 4900 

537 615 36670 32111 42077 

Thus we have, n = 9, ∑X = 537, ∑Y = 615, ∑XY = 36670, ∑X
2
 = 32111,  ∑Y

2
 = 42077 

  

   2222

),(

  








YYnXXn

YXXYn
YXr

 

                              
22 615420779537321119

615537366709






 

              414.0),( YXr  
 

Example 4: A computer operator while calculating the coefficient of correlation between two 

variables X and Y for 25 pairs of observations obtained the following constants:   ∑X = 125, 

∑Y = 100, ∑XY = 508, ∑X
2
 = 650,  ∑Y

2
 = 460.  However it was later discovered at the time 

of checking that he had copied two pairs as (6,14) and (8,6) while the correct pairs were 

(8,12) and (6,8).  Obtain the correct correlation coefficient. 

 

Solution: 

The formula involved with the given data is, 

               

  

   2222

),(

  








YYnXXn

YXXYn
YXr

 
The  Corrected  ∑X = Incorrect  ∑X  –  (6+8) + (8+6) = 125 

         Corrected  ∑Y = Incorrect  ∑Y  –  (14+6) + (12+8) = 100 

         Corrected  ∑X
2
 = Incorrect  ∑X

2
  –  (6

2
+8

2
) + (8

2
+6

2
) = 650 

         Corrected  ∑Y
2
 = Incorrect  ∑Y

2
  –  (14

2
+6

2
) + (12

2
+8

2
) = 436 

         Corrected  ∑XY = Incorrect  ∑XY  –  (84+48) + (96+48) = 520 

Now the correct value of correlation coefficient is,  

              
22 1004362512565025

10012552025
),(




YXr

   = 0.67 

 

Spearman’s Rank Correlation Coefficient 

 If X and Y are qualitative variables then Karl Pearson’s 

coefficient of correlation will be meaningless.  In this case, we use Spearman’s rank 

correlation coefficient which is defined as follows: 
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      where d is the difference in ranks. 

Solved Examples: 

Example 5: The ranks of same 16 students in Mathematics and Physics are as follows.  The 

numbers within brackets denote the ranks of the students in Mathematics and Physics.   (1,1), 

(2,10), (3,3), (4,4), (5,5), (6,7), (7,2), (8,6), (9,8), (10,11) (11. 15), (12,9), (13,14), (14,12), 

(15,16), (16,13).  Calculate the rank correlation coefficient for the proficiencies of this group 

in Mathematics and Physics. 

 

Solution: 

Ranks in 

Maths (X) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 Total 

Ranks in 

Physics (Y) 

1 10 3 4 5 7 2 6 8 11 15 9 14 12 16 13  

d = X – Y  0 –8  0 0 0 –1  5 2 1 –1  –4  3 –1  2  –1  3 0 

d
2 

0 64 0 0 0 1 25 4 1 1 16 9 1 4 1 9 136 

 

Spearman’s Rank Correlation Coefficient is given by, 
 1

6

1
2

1

2







nn

d
n
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i

  

                             

 11616

1366
1

2 




  = 0.8 

 

Example 6: Ten competitors in a musical test were ranked by the three judges A, B and C in 

the following order: 

Ranks by A 1 6 5 10 3 2 4 9 7 8 

Ranks by B 3 5 8 4 7 10 2 1 6 9 

Ranks by C 6 4 9 8 1 2 3 10 5 7 

Using rank correlation coefficient method, discuss which pair of judges has the nearest 

approach to common likings in music. 

 

Solution:   Here n = 10 

Ranks by 

A           

(X) 

Ranks by 

B (Y) 

Ranks by 

C (Z) 

D1 =X–

Y  

D2 =X–

Z  

D3 =X–Y  D1
2 

D2
2
 D3

2
 

1 3 6 – 2  – 5 – 3 4 25 9 

6 5 4 1 2 1 1 4 1 

5 8 9 – 3 – 4 – 1 9 16 1 

10 4 8 6 – 2 – 4 36 4 16 

3 7 1 – 4 2 6 16 4 36 

2 10 2 – 8 0 8 64 0 64 

4 2 3 2 1 – 1 4 1 1 

9 1 10 8 – 1 – 9 64 1 81 

7 6 5 1 2  1 1 4 1 
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8 9 7 – 1 1 2 1 1 4 

Total   0 0 0 200 60 214 
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   = 
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49
  

 

Since ),( ZX  is maximum, we conclude that the pair of judges A and C has the nearest 

approach to common likings in music. 

 

Example 7: The coefficient of rank correlation between the marks in Statistics and 

Mathematics obtained by a certain group of students is 2/3 and the sum of the squares of the 

differences in ranks is 55.  Find the number of students in the group. 

Solution:  Spearman’s rank correlation coefficient is given by  
 1

6

1
2

1

2







nn

d
n

i

i



 

Here ρ = 2/3,   ∑d
2
 = 55, N = ? 

Therefore 
)1(

556
1

3

2
2 




NN
 

Solving the above equation we get N = 10 

 

Repeated Ranks:  

If any two or more individuals are equal in any classification with respect to characteristic A 

or B, or if there is more than one item with the same value in the series then Spearman’s 

formula for calculating the rank correlation coefficients breaks down.  In this case, common 

ranks are given to the repeated ranks.  This common rank is the average of the ranks which 

these items would have assumed if they are slightly different from each other and the next 

item will get the rank next the ranks already assumed.  As a result of this, following 

adjustment is made in the formula:  add the factor 
12

)1( 2 mm
 to ∑d

2
 where m is the number 

of items an item is repeated.  This correction factor is to be added for each repeated value. 

 

Example 8: Obtain the rank correlation coefficient for the following data: 

X 68 64 75 50 64 80 75 40 55 64 

Y 62 58 68 45 81 60 68 48 50 70 

 

Solution: 

X Y Rank X Rank Y D = X – Y  D
2 

68 62 4 5 – 1 1 
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64 58 6 7 – 1 1 

75 68 2.5 3.5 – 1 1 

50 45 9 10 – 1 1 

64 81 6 1 5 25 

80 60 1 6 – 5 25 

75 68 2.5 3.5 – 1 1 

40 48 10 9 1 1 

55 50 8 8 0 0 

64 70 6 2 4 16 

     72 

 

In X series 75 is repeated twice which are in the positions 2
nd

 and 3
rd

 ranks.  Therefore 

common ranks 2.5 (which is the average of 2 and 3) is given for each 75.  The corresponding 

correction factor is  

2

1

12

)12(2
.

2




FC
. 

Also in the X series 64 is repeated thrice which are in the position 5
th

, 6
th

  and 7
th

 ranks.  

Therefore, a common rank 6(which is the average of 5, 6 and 7) is given for each 64.  The 

corresponding correction factor is  

2
12

)13(3
.

2




FC
. 

Similarly, in the Y series, 68 is repeated twice which are in the positions 3
rd

 and 4
th
 ranks.  

Therefore, common ranks(which is the average of 3 and 4) is given for each 68.  The 

corresponding correction factor is  

2

1

12

)12(2
.

2




FC
. 

Now, Rank correlation coefficient is  
 

 1
6

1
2

2






nn

rctionFactoTotalCorred
  

                   
 11010

2

1
2

2

1
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1












     = 0.5454 

 

 

Regression Analysis 

Regression analysis helps us to estimate or predict the value of one variable from the given 

value of another.  The known variable(or variables) is called independent variable(s).  The 

variable we are trying to predict is the dependent variable.  For example, in the relationship 

between blood pressure and age in humans, blood pressure may be considered the dependent 

variable and age the independent variable. 

 

Regression equations 

Prediction or estimation of most likely values of one variable for specified values of the other 

is done by using suitable equations involving the two variables.  Such equations are known as 

Regression Equations  

 

Regression equation of y on x: 
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y – y  = byx (x – x )  where y is the dependent variable and x is the independent variable and 

byx is given by  
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Regression equation of x on y: 

x – x  = bxy (y – y )  where y is the dependent variable and x is the independent variable and 

byx is given by  
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byx and bxy are called as regression coefficients of y on x and x on y respectively. 

 

Relation between correlation and regression coefficients: 

x

y

yx rb



      and   

y

x

xy rb



  

yxb
. xyb

 =  
x

y
r



 

y

xr



 =  r

2 

Hence xyyxbbr   

Note: In the above expression the components inside the square root is valid only when byx 

and bxy have the same sign.  Therefore the regression coefficients will have the same sign. 

 

Solved Examples: 

 

Example 9: In trying to evaluate the effectiveness of its advertising campaign a company 

compiled the following information.  Calculate the regression line of sales on advertising. 

Year 1980 1981 1982 1983 1984 1985 1986 1987 

Advertisement 

in  

1000 rupees 

12 15 15 23 24 38 42 48 

Sales in  

lakhs  

of rupees 

5 5.6 5.8 7.0 7.2 88 9.2 9.5 

 

Solution : Let x be advertising amount and y be the sales amount. 
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Here, n = 8,    1.27
8

217
x ,      26.7

8

1.58
y  

We know that, Regression equation of y on x is given by    y – y  = byx (x – x )  

 Where       
2

11

2
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n
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n
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n

i

n

i

yx

xxn

yxxyn

b  

X Y X
2 

XY 

12 5 144 60 

15 5.6 225 84 

15 5.8 225 87 

23 7.0 529 161 

24 7.2 576 172.8 

38 8.8 1444 334.4 

42 9.2 1764 386.4 

48 9.5 2304 456 

217 58.1 7211 1741.6 

 

Therefore 125.0
21772118

1.582176.17418
2





yxb    

 

Substituting this value in the y on x equation, we get, 

 y – 7.26 = 0.125(x – 27.1) 

Therefore the required equation of Sales on Advertisement is y = 3.87 + 0.125 x 

            

Example 10: In a study of the effect of a dietary component on plasma lipid composition, the 

following ratios were obtained on a sample of experimental anumals 

Measure of dietary component 

(X) 

1 5 3 2 1 1 7 3 

Measure of plasma lipid level 

(Y) 

6 1 0 0 1 2 1 5 

(i) Obtain the two regression lines and hence predict the ratio of plasma lipid level with 4 

dietary components. 

(ii) Find the correlation coefficient between X and Y 

 

Solution:  

(i) 

X Y XY X
2 

Y
2 

1 6 6 1 36 

5 1 5 25 1 

3 0 0 9 0 

2 0 0 4 0 

1 1 1 1 1 

1 2 2 1 4 

7 1 7 49 1 

3 5 15 9 25 

23 16 36 99 68 
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Here n = 8     x = 2.875; y = 2 

The Regression equation of y on x is given by    y – y  = byx (x – x )  

 Where          
2

11

2

111























n

i

n

i

n

i

n

i

n

i

yx

xxn

yxxyn

b  

304.0
23998

1623368
2





yxb

 
 

Hence the regression equation of y on x is  

y – 2 = – 0.304(x – 2.875)   

(i.e) y = 2.874 – 0.304 x 

 

when x = 4 (measure of dietary component) the plasmid lipid level is 

y = 2.874 – 0.304 (4) 

y = 1.658 

 

The Regression equation of x on y is given by    x – x  = bxy (y – y )  

 Where 
2
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278.0
16688

1623368
2





xyb

 
 

Hence the regression equation of x on y is  

x – 2.875= – 0.278(y – 2)   

(i.e) x = 3.431 – 0.278 y 

 

(ii) The correlation coefficient between x and y is given by 

xyyxbbr   

291.0278.0304.0 r  

 

 

Example 11: From the data given below find  (i) two regression lines  (ii) coefficient of 

correlation between marks in Physics and marks in Chemistry  (iii) most likely marks in 

Chemistry when marks in Physics is 78   (iv) most likely marks in Physics when marks in 

Chemistry is 92 

 

Marks in Physics (X) 72 85 91 85 91 89 84 87 75 77 

Marks in Chemistry (Y) 76 92 93 91 93 95 88 91 80 81 
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Solution:  

(i) 

X Y X
2 

Y
2 

XY 

72 76 5184 5776 5472 

85 92 7225 8464 7820 

91 93 8281 8649 8463 

85 91 7225 8281 7735 

91 93 8281 8649 8463 

89 95 7921 9025 8455 

84 88 7056 7744 7395 

87 91 7569 8281 7917 

75 80 5625 6400 6000 

77 81 5929 6561 6237 

836 880 70296 77830 73957 

 

Here n = 10     x = 83.6 y = 88 

The Regression equation of y on x is given by    y – y  = byx (x – x )  

Where 
2

11

2

111























n

i

n

i

n

i

n

i

n

i

yx

xxn

yxxyn

b  

949.0
8367029610

8808367395710
2





yxb  

 

Hence the regression equation of y on x is  

y – 88 = 0.949(x – 83.6)   

 

(i.e) y = 8.6  + 0.949 x 

 

The Regression equation of x on y is given by    x – x  = bxy (y – y )  

Where 
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Hence the regression equation of x on y is  

x – 83.6 = 0.990(y – 88)   

 

(i.e) x = –  3.5 + 0.990 y 

(ii) The correlation coefficient between x and y is given by 

xyyxbbr   

969.0990.0949.0 r  
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(iii) To find the most likely marks in Chemistry when marks in Physics is 78, we have to use 

the regression equation of y on x  given by y = 8.6  + 0.949 x 

Substituting the value of x as 78 in the above equation, we get,  

  y = 8.6 + 0.949 (78) 

  y = 73.85 

Hence the marks in Chemistry is 82.62  

 

(iv) To find the most likely marks in Physics when marks in Chemistry is 92, we have to use 

the regression equation of x on y given by x = –  3.5 + 0.990 y 

Substituting the value of y as 92 in the above equation, we get, 

  x = – 3.5 + 0.990 (92) 

  x = 87.58 

Hence the marks in Physics is 87.58  

 

Example 12: For a given series of values, the following data were obtained, x =36, y =85, σx 

= 11,  σy = 8 and r = 0.66.  Find (i) two regression equations (ii) estimation of x when y = 75. 

 

Solution: 

We have 4799.0
11

8
66.0 

x

y

yx rb



   

and 9075.0
8

11
66.0 

y

x

xy rb



 

(i)  The Regression equation of y on x is given by     

y – y  = byx (x – x )  

y – 85 = 0.4799 (x – 36) 

(i.e.) y = – 17.28 + 0.4799 x  

 

The Regression equation of x on y is given by  

x – x  = bxy (y – y )  

x – 36 = 0.9075 (y – 85) 

(i.e.) x = – 41.35 + 0.9075 y  

 

(ii) To estimate the value of x when y = 75, we use the regression line of x on y 

x = – 41.35 + 0.9075 y Substituting y = 75,     x = – 41.35 + 0.9075 (75) 

Therefore x = 29.9 

 

Example 13: For a certain X and Y series which are correlated, the regression lines are 8x – 

10y = – 66 and 40x – 18y = 214.  Find (i) the correlation coefficient between them and (ii) 

the mean of the two series. 

 

Solution:  

The given regression equations are  

8x – 10y = – 66   …………………………(1) 

40x – 18y = 214 ………………………….(2) 

 

Let us suppose that the equation (1) is the equation of line of regression of y on x and (2) as 

the equation of the line of regression of x on y, after rewriting (1) and (2), we get 
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y = 
10

66
 + 

10

8
x which gives the value of byx = 

10

8
 

x = 
40

214
+ 

40

18
y which gives the value of bxy = 

40

18
 

Now      6.0
40

18

10

8
 xyyxbbr  

(ii) Since both the lines of regression passes through the mean values x and y , the point 

( x , y ) must satisfy the given two regression lines. 

Therefore, 8 x  – 10 y  = – 66    

40 x  – 18 y  = 214  

Solving the above two equations we get x = 13 and y = 17 

Important Note: In the above problem in part (i), if we take equation (1) as the line of 

regression of x on y, we get, x = 
8

66
 + 

18

10
y , and hence bxy = 

8

10
 and if we take equation 

(2) as the line of regression of y on x, we get, y = 
18

214
  + 

18

40
x  and hence byx = 

18

40
 

Therefore,  67.1
18

40

8

10
 xyyxbbr  

But the value of r cannot exceed unity.  Hence the assumptions that line (1) is line of 

regression of x on y and the line (2) is line of regression of y on x are wrong. 
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UNIT – IV – TIMES SERIES – SMT1304 
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TIME SERIES 

 
Components of time series – additive and multiplicative models – Measurement of Trend- 

Graphical Method – Semi average method – Moving average method – least square method- 

Measurement of seasonal variation – Method of simple average method – Ratio trend 

method- Ratio to Moving average method- Method of link relatives. 

  

 

 COMPONENTS OF TIME SERIES: 
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  SECULAR TREND: 

 

 SEASONAL VARIATION: 

 

 

 CYCLICAL VARIATION: 

 
 

IRREGULAR VARIATION: 
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 MEASUREMENT OF TREND: 

 
 

GRAPHIC METHOD: 
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 SEMI- AVERAGE METHOD: 

 

 

 

 MOVING AVERAGE METHOD: 
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EXAMPLE 1: 

Using three year moving averages determine the trend and short term fluctuations. 

Year   : 1973  1974  1975  1976  1977  1978  1979  1980  1981  1982 

Production : 21  22  23  25  24  22  25  26  27  26 

(‘000 tons) 

Solution: 

year  production 3 year moving 

total 

3 year moving 

average 

Short term 

fluctuation 

1973 

1974 

1975 

1976 

1977 

1978 

1979 

1980 

1981 

1982 

21 

22 

23 

25 

24 

22 

25 

26 

27 

26 

... 

66 

70 

72 

71 

71 

73 

78 

79 

… 

… 

22.00 

23.33 

24.00 

23.67 

23.67 

24.33 

26.00 

26.33                         

… 

... 

0.00 

-0.33 

1.00 

0.33 

-1.67 

0.67 

0.00 

0.67 

… 
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Example: 2 

Obtain trend for four yearly moving averages for the following data. 

Year 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 

Production 614 615 652 678 681 655 717 719 708 779 757 

 

 

Fitting curves by Method of Least Squares 

 

Curve Fitting: Let (xi, yi); i = 1, 2… n be a given set of n pairs of values, X being 

independent variable and Y being the dependent variable.  The general problem in curve 

fitting is to find, if possible, an analytic expression of the form y = f(x), for the functional 
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relationship suggested by the given data.  Fitting of curves to a set of numerical data is of 

considerable importance theoretical as well as practical.  Moreover, it may be used to 

estimate the values of one variable which would correspond to the specified values of the 

other variable. 

 

Fitting a straight line 

Let y = a + bx be the equation of the line to be fitted.  To estimate the values of a and b we 

have, the following normal equations. 





n

i

i

n

i

i xbnay
11  

  
  


n

i

n

i

n

i

iiii xbxayx
1 1 1

2

 

Here n is the number of observations, and the quantities


n

i

ix
1

,


n

i

iy
1

, 


n

i

ii yx
1

 and 


n

i

ix
1

2
can 

be obtained from the given set of points (xi, yi); i = 1, 2, …, n and the above equations can be 

solved for a and b. 

 

EXAMPLE: 

Below are given the figures of production (in 1000 tons) of a fertilizer factory. 
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SEASONAL VARIATION: 

 

MEASURES OF SEASONAL VARIATION: 

1. Method of averages 

2. Moving Average Method 

3. Ratio to moving average 

4. Ratio to trend. 
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Example: 

Assuming that the trend is absent, determine if there is any seasonality in the data given 

below 
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2. Moving Average Method: 

It is a method for computing trend values in a time series which eliminates the short and 

random fluctuations from the time series by means of moving average. Moving average of a 

period m is a series of successive arithmetic means of m terms at a time starting with 1 st, 

2nd, 3rd so on. The first average is the mean of first m terms; the second average is the mean 

of 2 nd term to (m+1)th term and 3 rd average is the mean of 3rd term to (m+2)th term and so 

on. If m is odd then the moving average is placed against the mid value of the time interval it 

covers. But if m is even then the moving average lies between the two middle periods which 

does not correspond to any time period. So further steps has to be taken to place the moving 

average to a particular period of time. For that we take 2-yearly moving average of the 

moving averages which correspond to a particular time period. The resultant moving 

averages are the trend values. 
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3. Ratio to Trend Method: 

 

EXAMPLE: 

The main defect of the ratio to trend method is that if there are cyclical swings in the series, 

the trend whether a straight line or a curve can never follow the actual data as closely as a 12- 

monthly moving average does. So a seasonal index computed by the ratio to moving average 

method may be less biased than the one calculated by the ratio to trend method. 
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1. Ratio to moving average: 

 



14 

 

Example 1: 

Obtain seasonal indices by ratio to moving average method: 
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UNIT – V –INDEX NUMBERS – SMT1304 
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INDEX NUMBERS 

 
Construction of index numbers – Unweighted index numbers- Weighted index numbers- Laspeyr’s 

method – Paasche’s method – Dorbish and Bowley method – Marshall – Edge worth method- Fishers 

method – Kelly’s method –quality index numbers– Chain index numbers –Base shifting – Splicing 

and deflating the index numbers – consumer Price index numbers. 

 

An index number is a method of evaluating variations in a variable or group of variables in 

regards to the geographical location, time, and other features. The base value of the index 

number is usually 100 and indicates either to price, date, a level of production, etc. 

There are various kinds of index numbers, however, in present; the most relatable is price 

index numbers, which particularly indicates the changes in overall price level (or in the value 

of money) for a particular time. Here, the value of money is not constant; even if it falls or 

rises it will affect and change the price level. An increase in the price level determines a 

decline in the value of money and a decline in the price level means an increase in the value 

of money. Therefore, the differences in the value of money are indicated by the differences in 

the overall price level for a particular time. Therefore, changes in the overall prices can be 

evaluated by a statistical device known as ‘index number.’ 

 

INDEX NMBER:   

Index numbers is a statistical tool for measuring relative change in a group of related 

variables over two or more different times. 

 An index number is a statistical value that measures the change in a variable with 

respect to time. 

 Two variables that are often considered in this analysis are price and quantity. 

 With the aid of index numbers, the average price of several articles in one year may 

be compared with the average price of the same quantity of the same articles in a 

number of different years 

 There are several sources of ‘official’ statistics that contain index numbers for 

quantities such as food prices, clothing prices, housing, wages and so on. 

 

Features of an Index Number 

a. They are expressed in percentages.  

b. They are special types of averages.  

c. They measure the effect of change over a period of time 

 

Price indexes are of two types:  

a. Simple Index Number  

b. Weighted price Index numbers 

 

Uses of Index Numbers.  

a. Helps us to measure changes in price level  

b. Help us to know changes in cost of living  

c. Help government in adjustment of salaries and allowances  

d. Useful to Business Community  

e. Information to Politicians  

f. Information regarding foreign trade 
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Construction of simple Index Numbers: 

There are two methods  

a. Simple aggregate Method  100 × 
P0

P1
 = P01



 

b. Simple Average of price relative method  100 × 
0/P1

 = P01
N

P
 

Where P1 = the price of an item in the current period 

 Po = the price of an item in the base period 

 

Weighted Index Numbers There are two methods: 

a. Weighted Aggregate method: 

In this method commodities are assigned weights on the basis of quantities purchased. 

 
P0Q0

P1Q0
 = P01



Where Q0 = Quantity bought or sold in the base year. 

b. Weighted Average of Price Relative Method: 

Under this method commodities are assigned weight or the basis of base’s year value                   

(W= P0Q0) or fixed weights (W) are used. 

 
W

RW
 = P01



Where R = (P1/P0) X 100 

 

  FIGURE 1 

Example: 1 

Simple Aggregative Method: 
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Example: 2 

Simple Average of price relative method: 

 

 
 

Weighted Aggregative Method: 
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Consumer Price Index: - (CPI)  

The methods of constructing CPI are 

Aggregate Expenditure Method:  
P0Q0

)X100 P1Q0(
 = P01




 

Family Budget Method:   
W

RW
 = P01



 
Where R = (P1/P0) X 100 and W= P0Q0 

 

Uses of Consumer Price Index: - (CPI) 

a. It is used in calculating purchasing power of money 

b. It is used for grant of Dearness Allowance. 

c. It is used by government for framing wage policy, price policy etc. 

d. CPI is used as price deflator of income 

e. CPI is used as indicator of price movements in retail market. 
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