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COURSE OBJECTIVES

e To impart basic idea in Industry 4.0.

¢ To provide students with good depth of knowledge of designing Industrial 4.0 Systems for
various application.

e Learn the design and analysis of Industry 4.0 systems for Energy and smart vehicular
applications.

UNIT 1 INTRODUCTION TO INDUSTRY 4.0 9 Hrs.

Introduction, Historical Context, General framework, Application areas, Dissemination of
Industry 4.0 and the disciplines that contribute to its development, Artificial intelligence, The
Internet of Things and Industrial Internet of Things, Additive manufacturing, Robotization
and automation, Current situation of Industry 4.0. Introduction to Industry 4.0 to Industry 5.0
Advances

UNIT 2 INDUSTRY 4.0 AND CYBER PHYSICAL SYSTEM 9 Hrs.
Introduction to Cyber Physical Systems (CPS), Architecture of CPS- Components, Data
science and technology for CPS, Emerging applications in CPS in different fields. Case
study: Application of CPS in health care domain.

UNIT 3 SMART ENERGY SOURCES 9 Hrs.

Energy Storage for Mitigating the Variability of Renewable Electricity Sources-Types of
electric energy storage, Potential of Sodium-Sulfur Battery Energy Storage to Enable
Integration of Wind-Case study. Electric Vehicles as Energy Storage: V2G Capacity
Estimation.

UNIT 4 SMART GRID 9 Hrs.

Smart grid definition and development Smart Grid, Understanding the Smart Grid, Smart grid
solutions, Design challenges of smart grid and Industry 4.0.

UNIT 5 SMART APPLICATIONS 9 Hrs.

Understanding Smart Appliances -Smart Operation-Smart Monitoring-Smart Energy
Savings-Smart Maintenance, Case study-Smart Cars, Self-Driving Cars, Introducing
Google’s Self-Driving Car, Intellectual Property Rights. Max. 45 Hrs.
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COURSE OUTCOMES

On completion of the course, student will be able to

CO1 - Understand the basic concepts of Industry 4.0 and the other related fields.
CO2 — Understand cyber physical system and the emerging applications.

CO3 - Analyze the different energy storage systems

CO4 - Analyze a smart grid system.

CO5 — Implement the industry 4.0 to solve engineering problems...

CO6 — Design of smart vehicle and analyze its performance..
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1. Introduction

“An innovation is therefore recognized by what it generates in terms of individual and
collective uses, which are all the more numerous and varied because it is important. But
we can also argue that the characteristic of true innovation is to restructure the real needs
of Humanity by opening them to the possible, by definition totally unpredictable”. These
sentences obviously situate the concept of Industry 4.0 in the fields of innovation seen as a
conjecture in advance of the real practice, likely to generate the relationships of
individuals and their societies with the future. But one would have spoken of Industry 4.0,
if in 30 years the price of a gigabyte had not been reduced by a factor of 3,000,000! If, in
20 years, we had not multiplied by 100 the number of people or companies connected to
the Internet in the world.

The word “revolution” denotes abrupt and radical change. Revolutions have occurred
throughout history when new technologies and novel ways of perceiving the world trigger a
profound change in economic systems and social structures. Given that history is used as a
frame of reference, the abruptness of these changes may take years to unfold. The first
profound shift in our way of living—the transition from foraging to farming—happened
around 10,000 years ago and was made possible by the domestication of animals. The
agrarian revolution combined the efforts of animals with those of humans for the purpose of
production, transportation and communication. Little by little, food production improved,
spurring population growth and enabling larger human settlements. This eventually led to
urbanization and the rise of cities.

1.1. Historical Context

The agrarian revolution was followed by a series of industrial revolutions that began in
the second half of the 18th century. These marked the transition from muscle power to
mechanical power, evolving to where today, with the fourth industrial revolution, enhanced
cognitive power is augmenting human production. The first industrial revolution spanned
from about 1760 to around 1840. Triggered by the construction of railroads and the
invention of the steam engine, it ushered in mechanical production.

The second industrial revolution, which started in the late 19th century and into the early
20th century, made mass production possible, fostered by the advent of electricity and the
assembly line. The third industrial revolution began in the 1960s. It is usually called the
computer or digital revolution because it was catalyzed by the development of
semiconductors, mainframe computing (1960s), personal computing (1970s and *80s) and
the internet (1990s).

Mindful of the various definitions and academic arguments used to describe the first three
industrial revolutions, we are at the beginning of a fourth industrial revolution. It began at
the turn of this century and builds on the digital revolution. It is characterized by a much
more ubiquitous and mobile internet, by smaller and more powerful sensors that have
become cheaper, and by artificial intelligence and machine learning. Digital technologies
that have computer hardware, software and networks at their core are not new, but in a
break with the third industrial revolution, they are becoming more sophisticated and
integrated and are, as a result, transforming societies and the global economy. This is the
reason why it is referred to this period as “the second machine age,” the world is at an



inflection point where the effect of these digital technologies will manifest with “full force”
through automation and the making of “unprecedented things.”
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Fig 1.1 Historical Context

In Germany, there are discussions about “Industry 4.0,” a term coined at the Hannover
Fair in 2011 to describe how this will revolutionize the organization of global value chains.
By enabling “smart factories,” the fourth industrial revolution creates a world in which
virtual and physical systems of manufacturing globally cooperate with each other in a
flexible way. This enables the absolute customization of products and the creation of new
operating models.

The fourth industrial revolution, however, is not only about smart and connected
machines and systems. Its scope is much wider. Occurring simultaneously are waves of
further breakthroughs in areas ranging from gene sequencing to nanotechnology, from
renewables to quantum computing. It is the fusion of these technologies and their
interaction across the physical, digital and biological domains that make the fourth
industrial revolution fundamentally different from previous revolutions.

In this revolution, emerging technologies and broad-based innovation are diffusing much
faster and more widely than in previous ones, which continue to unfold in some parts of the
world. This second industrial revolution has yet to be fully experienced by 17% of world, as
nearly 1.3 billion people still lack access to electricity. This is also true for the third
industrial revolution, with more than half of the world’s population, 4 billion people, most
of whom live in the developing world, lacking internet access. The spindle (the hallmark of
the first industrial revolution) took almost 120 years to spread outside of Europe. By
contrast, the internet permeated across the globe in less than a decade.

Still valid today is the lesson from the first industrial revolution—that the extent to which
society embraces technological innovation is a major determinant of progress. The
government and public institutions, as well as the private sector, need to do their part, but it
is also essential that citizens see the long-term benefits. The fourth industrial revolution will
be every bit as powerful, impactful and historically important as the previous three.

1.2. Definition of Industry 4.0

The scientific term “Industry 4.0” was first introduces in Germany in 2011 at the Hanover

fair, where it was used for denoting the transformation process in the global chains of value



creation.

In the report “The Fourth Industrial Revolution”, presented by K. Schwab at the World
Economic Forum, it is stated that Industry 4.0 includes business processes in industry that
envisage organization of global production networks on the basis of new information and
communication technologies and Internet technologies, with the help of which interaction

of the production objects is conducted.

Table 1 Conceptual approaches to treatment of the notion “Industry 4.0™

Approach

Treatment of the notion
“Industry 4.0”

Representatives of the
approach

Socio-oriented approach

Development of Industry 4.0
influences the modern society
and has positive and negative
manifestations

Longo et al. (2017), De
Aguirre (2017), Crnjac et al.
(2017), Pereira and Romero
(2017)

Competence-based approach

Development of Industry 4.0
requires new competences
from a modern industrial
specialist

Aranburu-Zabalo et al. (2017).
Chiu et al. (2017), Spendla

et al. (2017), Nardello et al.
(2017)

Production approach

Development of Industry 4.0
means modernization of
industry by large-scale
authomatization of production
processes

Kuo et al. (2017). Plakitkin
and Plakitkina (2017), Moeuf
et al. (2017). Losch et al.
(2017)

Behavioristic approach

Development of Industry 4.0
envisages transition to
object-object interaction, i.e.,
elimination of subject (human)

Brynjolfsson and McAfee
(2014), Schwab (2017),
Loshkareva et al. (2015),
Knyaginina (2017)

from the system of
interrelations of inanimate
objects (technical devices)

Scholars from Massachusetts Institute of Technology, Erik Brynjolfsson and Andrew
McAfee described Industry 4.0 as a golden age of machine industrial production, organized
on the basis of digital technologies and fully automatized (Brynjolfsson and McAfee 2014).

According to the Russian scholar V. N. Knyaginina, the most important specific feature
that distinguishes Industry 4.0 from the traditional industrial production is absolute
integration (close interconnection) and interactivity (adaptation to the situation in real time)
of all production processes of an industrial company, ensured by means of modern digital
technologies (Knyaginina 2017).

Russian scholars E.Loshkareva,O.Luksha, I. Ninenko, I. Smagin, and D. Sudakov defined
Industry 4.0 as a revolutionary method of organization of industrial production, based on
wide digitization and authomatization of production and distribution processes in industry
that erases limits between physical objects, turning them into a comprehensive complex
system of interconnected and interdependent elements.

1.3. The Basic Characteristics of Industry 4.0

— transition from manual labor to robototronics, which ensures automatization of all
production processes;

— modernization of transport and logistical systems, caused by mass distribution of
unmanned vehicles;

— increase of complexity and precision of manufactured technical products, manufacture



of new construction materials due to improvement of production technologies;

— development of inter-machine communications and self-management of physical

systems, conducted with the help of “Internet of things”;

— application of self-teaching programs for provision of constant development of

production systems.
1.4 General framework
The Industry 4.0 Framework: Industry 4.0 is many things to many people. For our purposes,
Industry 4.0 is a journey deeply involving various advanced technologies that help
manufacturing operations become more reliable, productive, efficient, and customer-centric.
Industry 4.0 (among a multitude of others) is the information-intensive transformation of
manufacturing and other industries. The Industry 4.0 environment digitally connects data,
people, processes, services, systems, and loT-enabled industrial assets across cyber and
physical worlds. The goal is to create, use, and take full advantage of actionable information.
For some analysts, Industry 4.0 describes a future state of industry characterised by thorough
digitalised production processes. For others, Industry 4.0 is already here, representing a new
and higher level of organisation and control over manufacturing along entire value chains and
product life cycles.
1.4.1 Pillars of the Industry 4.0 Framework
There are many Industry 4.0 frameworks. Each country engaged in systematically
modernizing its manufacturing base has its own. As in Japan (Society 5.0), the scope of the
framework might expand beyond manufacturing. National development priorities might focus
on different sets of advanced technologies. However, countries engaged in Industry 4.0
programs and initiatives tend to emphasize a standard model, a set of advanced technologies,
and concepts.
Industry 4.0 depends on not one but several advanced technologies. Some are familiar; others
have been a commercial product for a short time. It’s the combination of these technologies
in R&D, production, and post-production processes that will help make manufacturing more
efficient.
Different analysts use slightly different lists of technologies. (Ours comes from a 2017
Boston Consulting Group study.) However, these are the technologies usually mentioned in
Industry 4.0 frameworks:

« Big data/advanced analytics — The industrial world is filled with mountains of
unanalysed product and process data. Analysing it and turning it into actionable
information can optimise production quality, improve services, and enable faster and
more accurate decision making.

o Advanced robotics — As robots become more flexible, cooperative, and autonomous,
they will interact with one another, work safely with humans, and eventually learn
from humans, too. Industry 4.0 provides a manufacturing context for these
opportunities.

e Advanced simulations — In Industry 4.0 environments, 3D simulation of product
development, material development, and production processes will enable operators
to test and optimise processes for products before production starts.



Al/cognitive computing — Cognitive manufacturing uses the assets and capabilities
of the loT, advanced data analytics, and cognitive technologies such as Al and
machine learning. When used together these technologies will drive improvements in
the quality, efficiency, and reliability of manufacturing processes.

Industrial Internet of Things — In the 110T, an ever-greater number of products will
incorporate internet-connected devices, which link with each other with standard
protocols. This approach to manufacturing will decentralise analytics and decision-
making and enable real-time responses.

Cybersecurity — Industry 4.0 environments include connectivity and communications
protocols as well as sophisticated identity and access management systems. These
technologies enable manufacturers to provide secure, reliable communications and
data flow throughout Industry 4.0 systems.

Additive Manufacturing — In Industry 4.0 manufacturing environments, these
technologies are the best choice for producing small-batch, customised, and high-
performance products.

Cloud-based service-enabling technologies — Industry 4.0 manufacturing operations
require more data sharing across sites and companies than earlier processes do.
Shifting data storage and management to the cloud will drive the development of
more manufacturing execution systems (MESSs) that use cloud-based machine data.
Augmented reality — AR provides an effective way to represent production processes
by overlaying real-world views of production with virtual information. In ASEAN
countries, the most likely role of AR lies in training future workers and technicians
how production systems behave in real-time.

Figure 1.2 Emerging Technologies demonstrate the breadth of applications that make up
Industry 4.0. In the world of Industry 4.0, technology doesn’t operate in isolated factories or
assembly lines. In fully realised Industry 4.0 environments, technologies connect with other
entities, up and down production hierarchies, along value chains, and throughout product life
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Connectivity

In the globally interconnected world, data sent along digital networks link machines,
production objects, internet-connected devices, their virtual representations, and humans.
Critically, interconnected machines in Industry 4.0 systems interact with different levels of
human involvement. For Industry 4.0 manufacturing and systems engineers, this ever-present
connectivity has design and operational implications:

o Connectivity is related to interoperability — Shared communication protocols are not
just becoming the norm. They are becoming essential parts of manufacturing process
design.

o Connectivity enables cyber-physical systems — These are the systems that make
smart factories possible. Cyber-physical systems connect intelligent production
objects to embedded physical devices, which can store and process data.

e Humans are not always in the production control loop — Industry 4.0 production
machinery no longer simply “makes” the product. The product communicates with the
machinery to tell it exactly what to do.

Data that flows through Industry 4.0 systems does so in a systematic way, through production
hierarchies, and along product life cycles.

Data integration: The broader Industrial 4.0 view

Integration addresses the flow of data between connected machines and devices at different
parts of the product life cycle and levels of the production hierarchy.

Horizontal integration refers to the connection of and data flow through IT systems across all
manufacturing-related production and business planning processes. Horizontal integration is,
therefore, about digitising entire value and supply chains. From supplier to consumer, end-to-
end horizontal integration maps IT systems and information flows with big data, analytics,
and loT devices.

In traditional thinking about manufacturing, the production process included all the steps that
occur after components enter the factory floor and before they leave it as a finished product.
Industry 4.0 concepts require a wider perspective.

Now, a product’s life cycle begins with the first product development ideas and extends
horizontally through development and production steps to sales and eventual product
recycling or disposal.

Vertical integration refers to IT systems connected to machines and devices that operate at
different levels of the production hierarchy. In traditional terminology, these hierarchical
levels include:

o Field level — in which sensors convert environmental data to signals that are
analysed and to actuators, which convert signals into actions.

e Control level — in which controllers gather process data from sensors and drive
actuators.

e Production process level — in which automatic devices monitor, control, and adjust

specific functions in production processes.
e Operations level — which includes functions such as production planning and quality
management.



o Enterprise planning level — which manages the whole production system, enabling
business functions such as production planning and market analysis.

o Connected world level — where traditional hierarchy is expanded by moving beyond
isolated manufacturing facilities. In this level, network assets and processes connect
and support data flow throughout manufacturing systems. Industrial communications
networks tie all vertically integrated levels together, sending data from one level of
the hierarchy to the other.

The production hierarchy, manufacturing processes, and product life cycle are familiar
concepts. In the early days of Industry 4.0, the difficulty lay in how to combine these
concepts in a way that was easy to understand and use.

1.4.4 . The Industry 4.0 Model Framework:

1.4.4.1. The RAMI 4.0 Model

The Industry 4.0 Model follows the outline structure of the RAMI 4.0 Model. The Reference
Architectural Model Industrie 4.0 (RAMI 4.0) was developed in Germany as part of the
country’s Plattform Industrie 4.0 initiative. As Industry 4.0 achieved more acceptances
throughout Europe and beyond, the need for a clear and consistent vocabulary became
increasingly important. The RAMI 4.0 goal was to create a uniform framework for national
and international communications and ideas.

Rami 4.0 Structure

Targeting at a collective understanding of Industry 4.0, RAMI 4.0 is an idea map that
describes manufacturing processes and production objects in a clear and systematic way.
RAMI 4.0 ensure that those involved in discussions of Industry 4.0 will understand one
another. In this model, each production object is defined with its related functions and data.
The result is a complete, virtual description of the object. The RAMI 4.0 structure is built on
a three-dimensional framework consisting of the Value stream and life Cycle, Hierarchy
Levels and Layers.
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Fig 1.4 Three-dimensional framework
Dimension 1: Life cycle and value stream. In RAMI 4.0, each product is described and
tracked from the first idea to the scrap yard by Life cycle axis based on IEC62890 standard.
First of all, a specific product type consists of an identifier, meta data and associated
certificates, while a product instance behaves as the instantiation of a product type,



characterized by an instance identifier. Based on this definition, the life cycle of a product
will detail the life cycles of both product type and instance. According to Rami 4.0 model,
product type life cycle starts from the development phase throughout maintenance & usage
stage. On the other hand, the product instance life time model starts from the production
phase throughout usage stage which includes commissioning and disassembling or disposal
of the instance.

Dimension 2: Hierarchy levels. The foundation of the axis description is IEC62264 and
IEC61512 (also well known as ISA95 and ISA-88), representing different functional levels of
a factory. To make it easier to talk about complex production processes, engineers and plant
managers divide them into several categories:

The connected world (new to RAMI 4.0) — visualises and describes the relationship of
inter-connected assets, both internally and externally.

The enterprise — the meaning in Industry 4.0 goes beyond traditional territory of
enterprises, referring to both physical organisations and strategic initiatives or
missions.

Work centres — highest level of unified manufacturing production line. A good
example can be the stamping line for a typical automotive factory.

Machines or workstations — refers to the work cells carrying the operations with the
resources such as machines, human labours and materials.

Control devices — characterized by the typical control systems such as PLC and DCS.
Field devices — field level installation such as sensors and actuators

Products with expanded scope

Dimension 3: RAMI interoperability layers. This dimension represents different types of
data and functions relevant to elements of Dimensions 1 and 2. These data and functions
include:

Business layer — represents business-related data exchanged in industrial processes.
Allowing users to map regulatory and market-related policies, business models,
products, and services of market participants. Data in this layer can also represent
business capabilities and processes.

Functional layer — supports the business layer by providing the runtime and
modelling environment. Information layer — describes the data used and exchanged
between functions, services, and components. This layer contains the data services
such as provisioning and integration. The key value for this layer is its capability of
receiving the events from physical asset via lower level layers and applies the
adequate processing and transformation to support the upper levels.

Communications layer — emphasises protocols and mechanisms for the interoperable
exchange of information between components. The outcome is the unified data
formats and interfaces that grant the data access, which has been the bottom neck to
the Industry 4.0 adoption for long.

Integration layer — describes physical assets as their digital equivalents. This layer
shoulders the most important responsibility of representing the transition from
physical world to the cyber space via various innovative approaches (comparing with



traditional integration methodologies) to work on documentation, software, control
and monitoring mechanism.
o Assets layer — identifies and describes the real assets in the physical world.

With precisely defined contexts for Industry 4.0 ideas and production objects, users can work
their way through the model knowing that other users have the same information, vocabulary,
and contexts.
The RAMI 4.0 Standards
Developing consistency across RAMI users is essential to gain the most from the framework.
For this, standards must be developed, adopted, and integrated into systems. In RAMI 4.0
context, there are a few standards that have been leveraged, expanded and presenting
integrated value for Industry 4.0 development.
IEC 62264
IEC 62264 showcased in RAMI 4.0 architecture model is a standard for enterprise-control
system integration, built on the well-known ANSI/ISA-95. Referenced in Figure: 3-2.
ISO/IEC 62264 is an integral part of the RAMI model for Industry 4.0 development and has
been singled out as a key standard for the factory of the future initiatives.
The ANSI/ISA-95 (better known as ISA-95) is an international standard developed by the
International Society of Automation (ISA). ISA-95 provides standards for the development of
automated interfaces between enterprise business and manufacturing control systems.The
ISA-95 framework is used by manufacturers around the world to develop consistent data
models and terminology. The primary goal of the standard is to enable smooth information
flow across Enterprise Resource Planning (ERP), Manufacturing Execution System (MES)
and Supervisory Control And Data Acquisition (SCADA) systems. ISA-95 supports
interoperability in all industries and to every type of manufacturing process.
ISA-95 provides the concept of modular segments to define any manufacturing task. Where
process designers can link several segments into an operation and perform, track, and
schedule more complicated tasks. New generations of 110T solutions and devices are coming
to market and playing a larger role in factory operations. Device evolution is expected to
flatten the structure of the ISA-95 model further.
IEC 61512: Good note to be taken is the IEC61512 which is commonly referred to as ISA-88
(IEC-61512-1) addressing batch process control with the description on equipment and
procedures.
IEC 62890:As explained in the reference structure, IEC 62890 represents life-cycle
management for the systems and products used in industrial process measurement, control
and automation



1.5 Application areas
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Fig. 1.5. Areas of application (outside services) and value creation in Industry 4.0

For McKinsey (2017), the main application areas in Industry 4.0 are shown in Figure 1.4.
All areas of material production are and will be affectedbecause digitization allows gains in
productivity, immediacy and quality. The target areas, from McKinsey (2016), are
shown in Figure 1.5.Nevertheless, according to Allianz (2018), this situation, because of
Al,certainly promising, would not only have advantages.

1.6 Dissemination of Industry 4.0 and the disciplines that contribute to its development
From a historical point of view, what we see is that each time one technological mode
supplants another, older one. It spreads like a natural water network in most of the possible
niches, as shown in Figure 1.6 (André 2006), to such an extent that it becomes increasingly
difficult to find (or maintain) devices based on older models (see examples of recordings,
now all digital). The increasing complexity of the industrial system cannot (or can no
longer) be managed from a centralized organizational structure. Thus, decision making must
be increasingly decentralized with, on the basis of available information, operators and/or
equipment using Al as the main actor. With this obvious diversity, the scope of possibilities
does not allow us, apart from very general aspects, to define a robust line of targeted
actions. Nevertheless, spontaneous and/or stimulated actions have been implemented in
companies for several years. It is a global and diffuse reality that is developed by self-



reinforcement, whenever possible with an empowering effect, whatever the technical field
concerned (Gabor 1972; Chateau 1994; Ellul 2004). The latter author considers that digital
technologies ensure the closure of the technological system with an unequalled and
omnipresent power, but, at the same time, the diffusion of a paradigm from nodes and
digital networks can lead, as with GAFAM, to the presence of a dominant actor in the
integrated system. Some will become (or are already) “more equal than others™...
For a long time, since the beginning of industrialization, we have been satisfied with a
modest degree of automation, but without any particular margin of indeterminacy; this has
been perceived in industrial concepts 1.0 to 3.0, each of these technological eras having
their coherence and increasingly high degrees of automation. Simondon (2012) reminds us
of its importance: “The machine, a work of organization and information, is like life and
with life, which is opposed to disorder, to the leveling of all things tending to deprive the
universe of powers of change”. Before the 19th Century, the craftsman, who trained
“on the job”, in the working place, for many years, was the owner of the technique (see the
French Encyclopedia of Diderot and D’alembert in the 18th Century), and then the tools
were entrusted to the machines and in line work, the operator significantly lost their eminent
role. In Industry 4.0, to put it simply, they would be at best the robot’s servant if they are
not able to be a creative participant in the production system.

1.7. Artificial intelligence

Artificial intelligence (Al) is a wide-ranging branch of computer science concerned with

building smart machines capable of performing tasks that typically require human

intelligence.
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Figure 1.6. The three waves of Al.

1.7.1 Emergence of Al:

Three waves

» the first began in the 1950s and concerned symbolic reasoning, such as the
generation of evidence of all theorems in the Principia Mathematica;

» the second concerns statistical learning, which involves the development of models
to learn from real data.

« The third is called the wave of explainable or contextual adaptation, in which it is
tempting to combine perception and sophisticated reasoning with abstraction, in
order to become closer to what is understood in human intelligence.




In addition, a set of supporting technologies has emerged over the past decade and, in
some cases, continues to develop rapidly. These include, in particular:

— cloud computing;

— human—phone portable interfaces;

— advanced sensors for a wide range of applications and measurements (including so-
called “smart” sensors);

—augmented reality (AR), virtual reality (RV), mixed reality, etc.;

— Al and learning via digital machines;

— massive digital data (Big Data) and advanced data analysis;

— wireless connectivity (LTE and 5G), allowing M2M (“machine to machine”)
communication;

— advanced materials and nanomaterials (including so-called smartmaterials).

Two visions of Al exist,

one capable of manipulating symbols and creating knowledge,

and the other aimed at approaching what is understood about the operation of the
human brain by connecting a network of agents, inspired by the neural network system.
This form of Al is used for complex tasks, in decision support or for data interpretation.
Al tends to complicateits modes of representation (semiotics, logic, mathematics, etc.)
and movesto a distributed mode of operation for problem solving.
1.7.2.Neural networks:
These are highly processors operating in parallel: each processor calculates a single output based on the ir
Learning models in neural networks consist of several layers of electronic neurons. The neurons of a laye
previous layers and sending anew learning to the next layer, up to the final layer, which produces the 1
example, determining the category of an image, such as face recognition.
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Figure 1.7. Artificial neural network.

It is possible to use algorithms that improve their abilities by comparing them with
reality through a learning process, comparing their results to those sought and then trying
to get as close to them as possible. These networks exploit several layers of interconnected
cells with the mission of artificially representing learning by the human brain. Unlike
other parametric algorithms such as linear regression, they allow very complex and
nonlinear models to be easily constructed. It is from this principle that they can enable
recognition To produce such a system, it must be taught the connection weights by trying
to minimize the prediction error through a training game based on an iterative process with
feedback (see Figure 1.12) with several layers of neurons (see Figure 1.13). After each
observation, it is possible to adjust the connection weights to reduce the prediction error.



“It is common to separate Al into two forms: “strong” and “weak”. The first would be
able to perform the same cognitive functions as a human being . Weak or restricted forms
of Al focus on specific tasks, following given rules. In this way, they can achieve a degree
of perfection for a unique task that would never be possible for a human being” Thus, the
concept of strong Al refers to a system that can produce smart behavior, giving the
impression of self-awareness and an understanding of one’s own reasoning (self-learning).
The notion of weak Al is an engineering approach to the construction of autonomous
systems, algorithms capable of solving problems. So the machine simulates intelligence
and it seems to act as if it were intelligent.

“Strong” Al - Definition A‘;/‘/ O\ “Weak” Al - Definition
//// D Y
/ /A form of artifical - \\
[/ intelligence that has | A form of artificial "\ E\
V| the same intellectual mtcl!l_gcnce u.se(.i for \ \
[ capacities as a human | specific and limited A )
| | being or even surpasses | applications \ |\
| them \o
‘ ‘\Locical thought - Decisions | Expert systems - ) ‘
\ \ during uncertainty - | Navigation systems -
Planning - Learning | Speech recognition -
\ Communications | Shape recognition - Y,
\_\ in natural language - | Correction y 4
\_\. Mutualization fora | suggestions
global objective

4

“Weak” Al - Abilities and Domains

~ A

“Strong” Al - Abilities and Domains

Figure 1.8. Artificial intelligence “strong” and “weak”.
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Figure 1.9. Areas of Al intervention
1.7.3. Current limitations of Al

Business leaders, sometimes poorly informed, have difficulty knowing in which areas
Al can accelerate their productivity and income growth and in which other areas it cannot
create value. For McKinsey (2018a), the limits are as follows:

data categorization: current Al models are generally developed through “supervised
learning” with data categorized (labeling) and classified foroptimal use in the execution of
tasks. The McKinsey report (2018) notes thatin some cases, categorization efforts may
require considerable human resources while presenting risks of error or inaccuracy;

— the availability of massive training data sets: deep learning requires datathat are well



categorized, but also large enough and comprehensive enough for these models to ensure
accuracy in filing tasks. We are talking about millions of data records to get closer to the
“functioning” of human beings (e.g. the autonomous vehicle);

— the problem of explicability or the possibility of explaining in human terms why a
certain decision was made, especially when it occurs in real time;

— generalization of learning: Al models, unlike humans, have difficulty transferring
their experiences from one application context to another. As a result, today, companies
must invest heavily to develop an Al model that is applicable to their specific needs, even
when use cases are close.

1.8 The Internet of Things

The Internet of Things (10T) is a system of interrelated computing devices, mechanical and
digital machines, objects, animals or people that are provided with unique identifiers and the
ability to transfer data over a network without requiring human-to-human or human-to-
computer interaction.

History of 1oT

1999- The term "Internet of Things" was used by Kevin Ashton during his work at
P&G which became widely accepted

2004 - The term was mentioned in famous publications like the Guardian, Boston
Globe, and Scientific American

2005-UN's International Telecommunications Union (ITU) published its first report
on this topic.

2008- The Internet of Things was born

2011- Gartner, the market research company, include "The Internet of Things"
technology in their research

How loT works?

1) Sensors/Devices

2) Connectivity

3) Data Processing

4)User Interface

Sensors or devices are a key component that helps you to collect live data from the
surrounding environment.

Connectivity Data Processing User Interface
Sending data 10 Goud Maldng data usefd Delvering informaton 10 user

Figure 1.10. Components of 1oT



e  All this data may have various levels of complexities.

o It could be a simple temperature monitoring sensor, or it may be in the form

e The sensors should be connected to the cloud using various mediums of

communications.

e  These communication mediums include mobile or satellite networks, Bluetooth, WI-

FI, WAN, etc.

e  Once that data is collected, and it gets to the cloud, the software performs processing

on the gathered data.

e  This process can be just checking the temperature, reading on devices like AC or

heaters.

e  However, it can sometimes also be very complex like identifying objects, using

computer vision on videoThe information needs to be available to the end-user in some way

which can be achieved by triggering alarms on their phones or sending them notification
through email or text message.

e The user sometimes might need an interface which actively checks their 10T system.

o For example, the user has a camera installed in his home. He wants to access video

recording and all the feeds with the help of a web server.

e  Alightbulb that can be switched on using a smartphone app is an loT device, as is a

motion sensor or a smart thermostat in your office or a connected streetlight.

e AnloT device could be as fluffy as a child's toy or as serious as a driverless truck.
Some larger objects may themselves be filled with many smaller loT components, such as a
jet engine that's now filled with thousands of sensors collecting and transmitting data back to
make sure it is operating efficientlyThe applications of the Internet of Things (IoT), that is,
the exchange of information between real-world devices and the Internet, seem virtually
unlimited. This technology can be found in waste management , smart city design,
emergency services and environmental sustainability, among many other areas.

Challenges of Internet of Things

» Insufficient testing and updating

» Concern regarding data security and privacy

» Software complexity

« Data volumes and interpretation

» Integration with Al and automation

» Devices require a constant power supply which is difficult

* Interaction and short-range communication

The industrial 10T, a concept that is more than 15 years old, will change the way in
which automated systems work by linking machines together (M2M). “For the required
international standards to come into force and for the lIoT to reach its full potential, an
additional 15 years may still be needed”. Current IoT solutions use information capture
systems (sensors) that are instead added and linked to existing production systems,
preferably to completely rework the processes, which allows for controllable
incrementation and perhaps the impression of better security, because the process is
incremental. In any case, the measured approach is a way to really engage in the loT



process. Figure 1.19 shows the role of theloT in the Industry 4.0 system The loT covers
an ultra-connected environment, with capabilities and services that allow interaction with
and between physical objects and their virtual representation.

1.9 Additive manufacturing

3D printing is now considered as one of the digital technologies that can profoundly
transform production methods and, consequently, current economic models. With growth
rates of over 20%, 3D printing is growing at an almost exponential rate and now has its
place in many industries. Originally , in the 1980s, when the constituent elementsof the
3D process were developed,

French and American pioneers produced proofs of concept demonstrating the
potentialities of assembly by adding material from “rustic” processes (processes that
persist, but with many refinements in terms of processes, materials, design, etc.).

Thus, the production of objects without machine tools (the ones that remove material)
is developing more and more from so-called “additive manufacturing” processes.

The addition of a second layer, then a third layer, and so on, made it possible to create
the prototype part in the same way as a mason builds a wall. This base still serves as the
foundational concept for additive manufacturing technologies.

‘ Movement of laser beam in x, y ‘

Object to be created

// ‘3rd formation layer
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AN
}- ﬂ'/ = 2nd laye ar)|
| nd layer (polymer)
z=0 / e 1st layer (polymer)

Figure 1.11. Historical diagram of the principle of making an object layer by layer.

Additive manufacturing is part of the Industry 4.0 concept and is based on various
skills from the other constituent domains.

One of the strengths of additive manufacturing devices, outside the considerable scope
of the personal initiatives allowed by this technology, is that what was expensive in
traditional processes (machining, for example) becomes almost free. According to
Anderson (2012), the arguments are as follows:

— “variety is free”: because of computer technology, it is possible to easily produce
different unique pieces or to integrate them into mass production;

— “complexity is free”: it is the set of 2D displacements that defines the time required
to produce a part in a laser scanning process, it is even shorter if irradiation is carried out
through a mask; it is even less so if the installation of layers can be eliminated (André et
al. 2016/2017), etc.;

— “flexibility is free”: great ability of IT to modify one or more parameters without the
machine itself being modified.



1.10 Robotization and automation

Automation is the process of using physical machines, computer software, and other
technologies to perform tasks that are usually done by humans. Basically, traditional
automation is the process of performing a repetitive task without human intervention, all
by using physical machines, computer software, and other technologies. You’ll find
traditional automation in a ton of product workflows in different businesses, and it can be
very simple or very complex depending on the need. Traditional automation will typically
involve application integration, specifically at a database level or at the infrastructure
level. Automation software can take quite some time to implement, up to months.

To paint a better picture of how automation works, let’s look at an example. Let’s say
you run a startup that produces an application for businesses. Because of the nature of your
product, you need customer support to be available around the clock. This isn’t feasible,
however, because your business does not have that kind of funding. This is where
automation comes in via chatbots. Chatbot software can be integrated into one’s website
and mimic real human beings, all while accessing your platform’s knowledge base to
provide answers to customer questions.

The Benefits of Using Automation

There are many benefits to using automation, including:

e Improved reliability in terms of ensuring that each task is performed exactly the

same way.

o Consistency with your clientele. For example: You can automate your follow-up
process after a customer engages with customer support, ensuring that they know the
business cares about them.

« Time saved by rerouting manual, tedious tasks.

e Improved metric visibility.

o Improved operational efficiency.

e Improved competitive advantage.

e Money saved on accidents that were caused by human error, as well as overall
reduced cost.

« Significantly reduced turnaround times on projects.

e Reduces the need for paper documents.

« Improved employee time utilization.

o Easier to define your business processes.

o Make better projections for your business.

e Open the door for more business opportunities by configuring and supporting assets
that you couldn’t focus on with human-only resources.

Robotization

Robotics is the process of designing, creating and using robots to perform a certain task.
Robotization, which we can refer to as Robotic Process Automation (RPA), is an
application governed by business logic with the aim of automating business processes.
RPA tools can make it possible for businesses to configure software to robots in order to
interpret applications for processing things like transactions, data, triggered responses, and
general communication with other integrated systems.



There are many examples of robotization out there today. Common RPA scenarios can
involve from simple automation response generation to an email, all the way to deploying
a significant amount of bots that are programmed to automate jobs via an enterprise
resource planning system. Commonly, you’ll see RPA used for call center operations, data
migration and entry, forms processing, claims administration, onboarding employees, help
desk services, sales process support, scheduling systems, and expense management,

Nora Schlesinger, COO of Growth Machine, noted the value of RPA in a writeup for
Growth Machine. “When you do the same task over and over again, you risk leaving out
information or even explaining something in a confusing way,” said Schlesinger,
“Automating these kinds of tasks decreases the potential for human error.”

This is very true for both traditional automation and RPA, but RPA can take on this
responsibility in a more independent, non-intrusive way.

Automation originated in the 1950s, when the computer was introduced into industry,
but it saw a real development in factories in the 1960s when it was possible to integrate
computers (of low digital power in the era of perforated cards) into the production process
inside the manufacturing workshops, with the result that organizations were affected by
new mass production technologies. Figure 1.28 reminds us of the processes, which are
much less elaborate than the neural networks, involved in now classic approaches in
automation, using feedback principles. But as long as the system remains stable, the
feedback is fully operational. However, as soon asit evolves over time (process, input or
output functions), the initial rules are no longer valid and new optimization criteria should
be introduced into the regulated system, as shown in Figure 1.28.

There are many benefits to using RPA, including:
e It’s non-intrusive, as many RPA bots stay at the front-end of the system without
having to interact with the back-end.
« It can work across multiple application types
e RPA bots can take action fairly quickly, as it is designed to mimic agents.
o Scalability is easily achieved.
e System integration is simple.
« Non-technical people can use RPA, as there is no code to learn.
« Improved commercial outcomes.
e Reduced costs and human-error operational risks.
o Employee engagement is improved with significantly improved customer experience.
« It’s flexible, simple, and fast to implement.
e Most RPA tools provide analytics and insights into how tasks are being reported and
organized.
e Service becomes much faster when it comes to handling queries of users.
« Governance arrangements are very well-defined.
o New IT infrastructures is not required, as RPA tools do not need to be adopted in this
way.
What is the Difference Between Automation and Robotization?
Traditional automation can takes months to properly implement, while RPA can be



implemented very quickly. RPA also does not require application integration, and
instead utilizes the graphical user interface (GUI) to perform its programmed tasks
across various systems. Traditional automation integration can also take a very long time
to complete.
RPA could also be considered a “quick fix.” Since it can be implemented in mere weeks,
it’s a fast solution that traditional automation cannot provide. Just as well, RPA can also
be used as a short-term solution while a traditional automation project is being
implemented. However, traditional automation tools are rarely implemented as short-
term solutions, as they take so long to implement.
RPA is also the superior choice when it comes to providing personalized engagements
or tasks that are complex or difficult to execute across multiple applications. Because
RPA can access multiple applications with ease, it’s ideal for this use case when
compared to traditional automation.
How are Automation and Robotization Similar?
Today’s businesses want to make processes more efficient, allocate their workforce for
decision-making and non-tedious tasks, and minimize errors and faults that typically
come from people. RPA and traditional automation do all of this, although through
different means. Traditional automation and RPA are similar in that they are both types
of automation. Just as well, both are excellent tools to use to reduce overhead costs and
to lessen operational risks.
Will RPA Cause the End of Traditional Automation?
In short-- not at all. You don’t need to use beefy technology if the technology you have
now is good enough. Traditional automation works for many businesses, while others
struggle with its integration and choose to opt for RPA.
“Automation is good, so long as you know exactly where to put the machine,” BM guru
Eliyahu Goldratt once said.
According to Lorre, the added value of automation processes can bedescribed in
several items, with some problems such as:
— reduction of production costs with a quick return on investment;
— optimization of the manufacturing cycle by robots that increaseproduction rates;
— quality improvement with specific tasks performed on the productionline;
— saving space making the process flow more efficient;
— waste reduction with robots that can save raw material;
— fewer specialized operators (Blandin 2017) working near productionline robots;
— a set of techniques that appear to carry a tangle of interdependent systems
(interdependencies) with risks of degraded modes and failures;
— the reduction of production times and costs with a more attractive price-quality ratio.
1.11 Current situation of Industry 4.0

The headlong rush

What if things go slower than expected

A war between different Als

And other areas of Industry 4.0

Difficult promises to keep



1.12 Introduction to Industry 4.0 to Industry 5.0 Advances

Less than a decade has passed since talk of Industry 4.0 first surfaced in manufacturing
circles, yet visionaries are already forecasting the next revolution — Industry 5.0. If the
current revolution emphasizes the transformation of factories into loT-enabled smart facilities
that utilize cognitive computing and interconnect via cloud servers, Industry 5.0 is set to
focus on the return of human hands and minds into the industrial framework.
Industry 5.0 is the revolution in which man and machine reconcile and find ways to work
together to improve the means and efficiency of production. Funny enough, the fifth
revolution could already be underway among the companies that are just now adopting the
principles of Industry 4.0. Even when manufacturers start using advanced technologies, they
are not instantly firing vast swaths of their workforce and becoming entirely computerized.
The cost of a new product can be determined with the help of costing software for
manufacturing industry. It automates the costing processes and accelerates the time to market
on new products.
Overall, the development of Industry 5.0 could prove to be the full realization of what the
architects of Industry 4.0 had only dreamed of at the dawn of the 2010s. As artificial
intelligence improves and factory robots assume more human-like capabilities, the interaction
between computers, robots and human workers will ultimately become more meaningful and
mutually enlightening.
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Fig 1. 12. Toward Industry 5.0

Part A

1. Define Industry 4.0

2. State the pillars of Industry 4.0

3. What is the difference between Robotization and automation
4. List any four application area of Industry 4.0

5. What is the current situation of Industry 4.0

Part B

1. Discuss the general frame work of Industry 4.0

2. What are technological pillars of Industry 4.0 Discuss in detail.
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2.1 INTRODUCTION

A Cyber Physical System (CPS) is a mechanism controlled or monitored by computer-based
algorithms, tightly integrated with internet and its users. It is an engineered system that are
build from, and depend upon, the seamless integration of computational algorithms and
physical components.

In general Cyber means computation, communication, and control that are discrete and
logical. Physical means natural and human-made systems governed by the laws of physics
and operating in continuous time. Computing and communication systems bridges with the
physical world are referred to as Cyber Physical Systems.

CPS are physical and engineered systems whose operations are monitored, coordinated,
controlled and integrated by a computing and communication core.

Examples of CPS include medical devices and systems, aerospace systems, transportation
vehicles and intelligent highways, defense system, robotics system, process control, factory
automation, building and environmental control and smart spaces.

CPS must interacts with the real world with proper security, safely and efficiently.

The term “Cyber Physical Systems” emerged around 2006, when it was coined by Helen Gill
at the National Science Foundation in the United States. During World War 1I, Wiener
pioneered technology for the automatic aiming and firing of anti-aircraft guns.

Although the mechanisms he used did not involve digital computers, his control logic was
effectively a computation, albeit one carried out with analog circuits and mechanical parts.
Today, people are aiming to give an IoT backbone to CPS. This thought has emerged as a
necessity driven concept. People imagined having automated cars which will have very less
accident rates than human driven cars. The future road networks may also be connected with
internet and therefore may reduce traffic congestion. These ideas for a better life gave birth to
CPS.

In today’s context, CPS are emerging from the integration of embedded computing
devices, smart objects, people and physical environments, which are normally tied by a
communication infrastructure. These include systems like Smart Cities, Smart Grids, Smart
Factories, Smart Buildings, Smart Houses and Smart Cars where every object is connected to
every other object.

They are aimed to provide an adaptive, resilient, efficient and cost effective scenario. Let us
imagine the case where a road-accident patient is rushed to a hospital only to be asked to go
to a police station first. If these systems are interconnected, then there will be very less



chances of delay in the treatment. However, these objects should have a valid relationship in
physical world too. For example, a traffic light can in no way be linked to a microwave.
Connecting these two may overburden the data store as well as the network. So, we need a
thoughtful connection between the objects in a CPS. CPS is like a reality to virtual mapping
where the real physical world is linked to the virtual world of information processing through
some sensors and actuators. The sensors are continuously spewing real time data. CPS is
therefore a massive generator of data and needs real time processing.

These big words may sound like the futuristic wave of talking refrigerators and self-driving
taxis. But, it means much more than that. CPS or anything related to smart objects is about
devices, data and connectivity. Data — big and small — is the front and the center in the world
of connected devices. The CPS as a whole along with its individual components and devices
at its backbone will generate huge volumes of real time data. Storing these data for analytics
may not always be feasible and immediately analyzing them will also be too difficult.
Traditional analysis tools are not well suited to capture the complete essence of this massive
data. The volume, velocity and variety is too large for comprehensive analysis and the range
of potential correlations and relationships between disparate data sources are too great for any
analyst to test all hypotheses and derive all the value buried in the data.

A good machine learning systems in order to deal such Data require
(i) data preparation capabilities

(ii) algorithms — basic and advanced

(iii) automation and iterative processes

(iv) scalability

(v) ensemble modeling and

(vi) real-time decision making.

This means we want the system to make all the decisions for us and take necessary actions
quickly. For example, we want a smart hospital system to immediately send necessary
information to a smart police station in case of road-accident. Machine learning algorithms
already has some good capability of letting computers do the heavy thinking for us. But, we
are striving for more to deal with large volumes of such data in a short time.

To capture such large scale concept, we will need millions of data generating smart
objects. These will act like the building blocks of such a big network. Smart Objects (SOs)
are Digital Entities (DEs), augmented with sensing, local processing, storing and networking



capabilities. SOs may act as intelligent agents with some level of autonomy, cooperate with
other agents and exchange information with human users and other computing devices within
the CPS. DEs can be viewed as users in the context. A Physical Entity (PE) can be
represented in the digital world by a Digital Entity which is in fact its Digital Proxy. There
are many kinds of digital representations of PEs that we can imagine: 3D models, avatars,
objects or instances; even a social network account could be viewed as such.

The combination of 10T technologies and Data Science and predictive technologies in any
organization may at first seem like a “egg-chicken” dilemma. Those which do not have the
infrastructure of IoT may have sophisticated algorithms for data analytics. For other
companies who have adopted 10T technologies with the ultimate goal of optimizing physical
processes (CPS) or providing predictive analytic solutions still have an opportunity to use
data and analytics to advance their business. In some industries like fleet management, the
useful life of the data may be too short to justify keeping it. In others, like broadcasting, files
may be too large to store for long periods. Microsoft research has found that about 23 percent
of enterprises use data for basic reporting functions — and that seems to be a good start for the
optimists. Keeping data on hand leaves room for more sophisticated analytics later, as
business needs and capabilities grow. Typically, the progression of data analysis mirrors the
same evolution we see from our IoT customers, from reactive to proactive and ultimately to
predictive analytics using machine learning.

The Cyber Physical System consists of cyber components and physical components, so we
call it as cyber physical system. CPS is based on an information processing computer system,
which is embedded into a product, like a car, plane or other device. These computer systems
are used to perform specific tasks.

CYBER COMPONENTS

Computational Unit For
/ Central Processing
COMPUTATION NETWORK FOR CPS I
HMI
L If
PHYSICAL ACTUATOR SENSOR — Embedded
COMPONENTS System
COMPUTER SYSTEM

Fig. 2.1 General block diagram of Cyber Physical system

For Example, in a car an embedded system would be the ABS (Anti-lock / Anti-Skid Braking
System) to control break force. This computer system interacts with the physical environment
by means of Sensors and Actuators. These embedded systems are no longer standalone, they
share their data via communication networks such as the internet with cloud computing



where data from many embedded systems can be collected and processed. There by creating
a system of systems. Connected embedded systems can be controlled and decentralized by a
computational unit. The collected data can be processed automatically or by Human Machine
Interface (HMI). 10T is a technology, in which devices are connected through the internet and
enables the remote collection of real time information which can them be processed or shared
with other devices.

The growth of information and communication technologies (ICT) in the industrial growth
results in Industry 4.0 with cyber-physical systems (CPS). The major factors influencing
Industry 4.0 are interpretability, information transparency, and decentralized decisions.
1. Interpretability: The capability of physical systems and humans to connect and
communicate with each other through communication protocols.
2. Information transparency: The capability of cyber systems to build a cybernetic copy of the
physical system (cyber twin) with the enhancement of sensor data. The information requires
for processing from sensor data to higher context data.
3. Technical assistance: Two phases of technical assistance exists in Industry 4.0:
a. Initially, the capability of a system to support humans by comprehensively collecting
the data for decision-making and rigorous fault clearance in the physical systems.

b. Then the ability of the system is analyzed by creating faults in cyber-physical systems
to identify the human interaction.

4. Decentralized decisions: CPS has the ability to make a verdict autonomously and on its
own. In case of exceptions, conflicts or interferences, the tasks are decided at higher level.

The definition of cyber-physical systems (CPS) is the integration of physical process with
embedded computation, controller, and network monitoring along with the feedback loop
from physical systems. In other words CPS is given by 3C’s,

. Computations
. Communications
. Control

The advantages of implementing CPS to the physical device are:

1. Interaction between human and systems: For decision-making, the observing changes
in physical device and fixing the boundary level is critical. CPS is required to analyze such
complex systems. CPS has a two-way communication between the target and users (man to
machine and vice versa).

2. Better system performance: CPS has the capability to provide dynamic response by
feedback and reconfiguration for the sensor data and cyber infrastructure. CPS ensures the
better computation of data with multiple sensors and communication devices.



3. Faster response time: Due to presence of fast communication capability of sensors and
cyber infrastructure, it enables the dynamic control of physical device for proper utilization of
collected resources from the physical device.

4. Uncertainty: It enables the promising behavior due to high degree of inter
connectivity for a large-scale CPS coupling.
5. Scalability: CPS has scalability properties based on demand, and users can acquire

additional infrastructure with existing cloud computing. It combines physical dynamics of the
target with computational models. The communication infrastructure with software model is
combined in cyber domain. The sensor data with electrical, mechanical, biological, and
human comprise the physical domain.

6. Certainty: It ensures the CPS design is valid and trustworthy. CPS has the capability
of validating the system behavior of an unknown system.

7. Capability: CPS allows the user to add the additional capabilities to the complex
physical system.

8. Computing and communication with physical processes: CPS has an efficient and
safest computing and communication system that reduces the need of a separate operating
system for CPS.

CPS’s are powered by two types of computing system:

(i) Notebooks, Desktop servers and PCs. Computers at every desk to do business activities
(it) Embedded Computing - Transformation of Industry and Invisible part of Environment.

The main characteristics of CPS are:

Q) Intelligence - Adaptive and Robustness
(i) Network - Communication, Cooperation and Cloud solutions
(iii)Functionality

(iv) User friendly.

2.2 Architecture of CPS

The architecture of cyber-physical systems should be universal and/or an integration of
models such as

1. Ambient intelligence: The embedded system is sensitive and responsive to the
physical systems. In the cyber-physical environment, the physical devices, sensors, and
actuators work together with humans (man to machine and vice versa) using communication
protocol.

2. Semantic control laws: Control law should work as occurrence— state—exploit-type
law, and it practices the core of CPS control unit.



3. Networking techniques: Wired/wireless networks with secured connection to protect
system from cyber-attacks.

4. Event driven: The data from the sensors are recorded as events and actions are carried
out by actuators. The data are the abstraction of physical device collected by the CPS units

5. Quantified confidence: The data from the sensors of physical device hold the raw data
for processing.

6. Confidence: The data/information should be confidential and protected from cyber-
attacks.

7. Digital signature and authentication code: The data/information from the CPS should
be authenticated by the publisher.

8. Criticalness: This specifies the critical perseverance of each event/ information from

the sensor data from physical device.
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Fig 2.2 General architecture of CPS

2.2.1 Sensing Module:For data collection from physical world through sensors, the main
function of this module works for environment awareness which is achieved by preliminary
data preprocessing. The data is provided to the Data Management Module (DMM). The
Sensing module supports multiple networks. It depends on nature of networks that is
deployed. For example, in a WSN, each sensor node is equipped with a sensing module for
real time sensing. Other network nodes can also operate with a part of this module in



different scenarios. In case of VCPS, VANETS nodes (i.e. cars) can be equipped with sensing
module to sense data from physical world. In case of HCPS, using BAN, sensors attached
with patients are equipped with sensing modules nodes to enable real time control.

2.2.2 Data Management Module (DMM):DMM consists of the computational devices and
storage media. This provides the heterogeneous data processing such as normalization, noise
reduction, data storage and other similar functions. DMM is considered as the bridge between
dynamic environment and services as it is collecting the sensed data from sensors and
forwards the data to service aware modules using Next Generation Internet.

2.2.3Next Generation Internet : A common feature of emerging Next Generation Internet is
the ability for applications to select the path, or paths that their packets take between the
source and destination. This dynamic nature of internet service is required for designing
Cyber Physical System. Unlike the current Internet architecture where routing protocols find
a single (the best) path between a source and destination, future Internet routing protocols
will need to present applications with a choice of paths. For achieving this, research is still
pending to find QoS routing. While QoS routing provides applications with a path that better
meets the application’s needs, it does not scale to the size of the current Internet, let alone the
Next Generation Internet. IPv6 and exploiting 802.16n and 802.16p are ongoing projects and
expected to be included in Next Generation Internet services trial.

2.2.4 Service Aware Modules (SAM):Service Aware Module (SAM) provides the typical
functions of the whole system, including the decision-making, task analysis, task schedule
and so on. After receiving sensed data, this module recognizes and sends data to the services
available.

2.2.5 Application Module (AM):In Application Module, a number of services are deployed
and interact with NGI. Simultaneously, information is getting saved on secured database for
QoS support. Database is maintained at local storage and on cloud platforms at the same time
in order to keep data safe. We can use a concept of NoSQL for saving data [13]. Although the
NoSQL systems have a variety of different features, there are some common ones. First,
many NoSQL systems manage data that is distributed across multiple sites. This saved data
over cloud system can be accessed from anywhere followed by authenticated access.

2.2.6 Sensors and Actuators: Actuators and the Sensing Modules are two different
electronic devices which interact with the physical environment [5]; the actuator may be a
physical device, a car, a lamp or watering pump. It receives the commands from the
Application Module, and executes. The security assurance part is inherently important in a
whole system, from the access security, data security to device security. We divide CPS
security into different requirements in different scenarios. For example, as for military
applications, the confidentiality feature is more important, but in the smart home system or



HCPS, the real-time requirements are more emphasized. Security of CPS can be divided into
the following three phases: awareness security, which is to ensure the security and accuracy
of the information collected from physical environment; transport security, which is to
prevent the data from being destroyed during the transmission processes; physical security,
such as safety procedures in servers or workstations. Feedback Awareness is one of the
advanced level services to minimize the data processing by communication between sensor
and actuator for executing required actions directly.

2.2.7 Communication Topology in CPS Architecture

we describe the interactions between modules in the proposed CPS architecture. First of all,
the sensing module sends an association request to Data Management Module (DMM) and it
replies with an acknowledgement packet. Once association between DMM and Sensing
module is completed, nodes start sending the sensed data to DMM. Here, noise reduction and
data normalization provide the bridge between the cyber world and physical world. Through
QoS routing [section 4.1.C], data is transferred to Service Aware Modules using services of
Next Generation Internet. Available services are assigned to different applications in
Application Module. To ensure the security and integrity of data, during each network
operation, data is sent to a cloud platform and also to a local database.

2. 3 Data science and technology for CPS

The development in information and communication technology (ICT) depends upon the
future trend and pattern generated by data analytics and its models. The industrial revolution
depends on the models and patterns that have been reliably generated by machine learning
and artificial intelligence techniques. However, the domain has still been going in
advancement with methods in deep learning and analytical tools with mathematical models,
since mathematical model plays a significant role in supporting the proof- of-evaluation for
the machine learning and deep learning practices that have been deployed for the industrial
needs.

Based on the data generated by stream applications, the applicability of the analytical model
varies in terms of parameters, platform, model selection, and visual data exploration. This has
to be considered as an important phenomenon in CPS because it may lead to some erroneous
evaluation with regard to the industrial needs and its applicability.With this consideration, the
development of models with regard to CPS can be made specifically with mathematical
formulations. The industrial revolution is targeted with a focus on new data models and its
applicability to CPS. Meanwhile, the impact and consideration of data analytics play a
significant role in prediction and data classification. This chapter explores all the possibilities
and framework that can indulge data analytics with CPS in accordance with Industry 4.0
standards.



2.3.1 Data Analytics an Overview

Every day a vast amount of data gets generated which are in various forms and are all help to
get valuable information from them. The unprocessed information is in raw format, need to
convert it into useful information where the process called analytics. Analytics is nothing but
a continuous processing of data with the help of analytics tools or the efficient application of
the algorithms and methods to process the data to get information from them. This
information helps us to make better and meaningful decisions to meet the business
requirements.

Data are generated through our daily process and these data are in various formats. Generally,
the data are classified into qualitative and quantitative data. In qualitative data, the quality of
the data is gets measured whereas in the quantitative data, the quantity or the number of data
matters. The data can also be divided into two forms such as continuous and categorical. In
the continuous form, the data follow a sequence order. In the categorical form, the data are
further classified into three forms which are nominal, ordinal, and binary. In nominal, the
data are not in a meaningful sequence and in the ordinal, data exist in a meaningful order. In
the binary, the data can only be in two forms alone. Analytics process starts its process from
the raw format which is then moved to the data selection where the needed data are alone
selected and moved to the preprocessing step where the data cleaning process takes place. It
includes the missing tuples, outliers detection, the removal of duplicate values, and the
numeric conversion of data.

After this preprocessing step, the data are transformed into another format. Finally, the
interpretation and evaluation process is done, which is the outcome of the analytics process.
Interpretation helps to interpret the result of the preprocessed data with the help of the facts,
knowledge of the process, and the use of the appropriate methods. It can be applied to both
qualitative and guantitative data formats. Evaluation of data is done with the help of various
metrics and measuring parameters, which are applied on the data during the process of
analytics. Various analytic tools are available to perform the intended function on the data.
The tools range from the excel to the advanced big data analytic tool such as Hadoop. Some
of the tools are R-programming, Rapid Miner, Tableau Public, SAS, and Splunk.

These tool helps to address the need of analytics in various fields, which also required large
amount of data processing to provide the meaningful decision. The current trends of data
analytics include a variety of technologies and fields. This analytic process helps to increase
the accuracy of the data and also helps to increase the processing power of the data. It
consists of Internet of Things (loT), Machine Learning, Graph Analytics, Artificial
Intelligence, and Augmented Reality and Cyber- Physical Systems, etc.

2.3.2 Types of Analytics and Its Applications



Analytic process is of various types which are descriptive analytics, predictive analytics,
diagnostic analytics, and prescriptive analytics. Descriptive analytics is the most frequently
used process where it performs analytics in a way that is easily understandable to humans and
is in detailed described way. This type of analytics also helps to find the wrong things from
the previous year’s data, which are very useful for future process. Predictive analytics helps
to predict the future data with the help of the current events. This type of prediction is done
with the help of the prob- ability of happening the events in the future process. Here, the
accuracy of the predicted value depends on the quality and selection of data for the analytic
process. Diagnostic analytics is done with the history of the processing data which are used to
perform the analytic process.

This process requires a deeper analysis of the data which are further used for the diagnosis of
the data. So for this type of analytics, there is a need of detailed information about the
processing data for the better processing of data. Prescriptive analytics is generally done to
prescribe the solutions and details for the particular problem that the model tries to solve.
This analytics helps to provide the better solutions for the raised problems and also make the
process more reliable to use and the process called as solution-oriented analytic process.
These analytics types are used based on the need and the process is completely applicable to
the related problems, which are dependent on the user’s needs. These analytics processes can
be applied to a variety of problems and situations. Some of the most frequently used
applications are recommendation systems, image and speech recognition, gaming, airplane
travel planning, risk and fraud detection, self-care driving, customer interactions, and also in
the field of robotics.

2.3.3 Data analytics and processing platforms of cps

Currently, Machines and devices are connected as a collaborative community in Industry 4.0
and play a vital role in industrial production. This encourages a computerized manufacturing
in a way to make decentralized decisions. The challenge of cyber-physical system is to bring
out more meaningful and intelligent insight and yields optimal decisions from the industry
data because such a revolution in an industry will lead to generate a huge amount of data.
With the help of big data, CPS will collect, store, and make analytics in a real-time. This will
improve the efficiency of industrial production.10

Automated decision making is one of the features of CPS. The CPS has several objects
interacting with one another which in turn produce massive amount of data in order to extract
the hidden pattern to make optimal deci- sion and to enhance the quality of service. To bring
big data environment into CPS, we need a resilient network. Big data processing platforms
are varying for different system such as Hadoop for batch processing system, Storm for
stream processing system, and cloud computing storage model.



2.3.4 Processing platform for cps

Hadoop is an open-source software framework for storing a massive amount of data and
running the application which consists a cluster of commodity hardware. For handling such a
quantity of data, it has a core element called Hadoop Distributed File System (HDFS) and
MapReduce. This enables a distributed processing of a large amount of data and it can be
processed in a reliable, scalable, and fault tolerance.

Apache storm is an open-source that processes real-time streaming data at a very high speed
when we compared it with Hadoop. It is also used to create a complex event processing
system, which is classified as computing and testing. Cloud computing is highly needed to
process and analyze the distributed and enormous quantity of data. The cloud supports
reliable architecture to perform analytics for CPS data on a big stream of data such as
extraction and aggregation. Cloud computing for CPS big data has a better effect on the real-
time needs. The cloud enables us to perform parallel computations on the CPS data items
thereby, we can achieve speed. According to the cloud security alliance (CSA), most of the
enterprises still not yet move to the cloud due to the security problem.

The design of CPS structure should consist of connectivity which ensures the real-time data
streaming and there is a need for data analytics in an intelligent way. The 5C structure
proposed by Lee et al.3 that show how to construct a CPS system from data acquisition, such
as connection, conversion, cyber, cognition, and configuration level.

Connection: This is responsible for data acquisition and transfer to the central server.

Conversions: This is responsible for discovering meaningful insight. It converts the data to
information with the help of intelligent algorithms and data mining techniques.

Cyber: This level consists of more enormous information which is needed to take intelligent
decision and acts as a central hub. The flow of data mining and cyber-physical system is
depicted in Figure 8.1.

Cognition: This creates knowledge of the monitored system by imple- menting CPS.

Configuration: It is the feedback from cyberspace to physical space. This is responsible for
the machine to take self-configuration and self- adaptive by act as a supervisory control.
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Atat et al.1 presented an overview of data collections, storage, access, processing, and
analysis for CPS taxonomy. From Figure 8.1, CPS data mining: Extracting useful information
from the CPS data collected from the various sensor or device. Before mining CPS data, we
need to apply some processing steps such as features selection, preprocessing, and
transformation of data. The reduction is the technique used to reduce the dimensionality of
the data this can be done by Principle Component Analysis (PCA). Knowledge discovery is
highly used in different CPS scenarios to find out the unknown correlations in CPS data.
Classification and Clustering are the two different mining techniques which make the CPS
smarter.

Lee et al.2 address the trends of service transformation in big data environment and the smart
predictive tools to manage big data. They stated that health awareness analytics of machine
with the self-learning Knowledge base. If the health information of a machine is a need then
the Knowledge base will generate the necessary information and the predic- tion algorithms.
For creating clusters autonomously for different working regimes and machine conditions, an
unsupervised algorithm is highly used such as Self-Organizing Map (SOM) and Gaussian
Mixture Model (GMM).

Rehman et al.6 have proposed a framework to handle big data for cyber-physical system and
this framework considers the possible solution such as standardization, cloud computing,
online, and data stream learning to analyze and process a CPS data. Their proposed
framework addresses a challenge on big data for CPS such as real-time, infrastructure, data
quality, and security.

2.3.5 Machine Learning Techniques In Prediction
Machine learning is a concept comes from artificial intelligent. Without any explicit program

or instruction, the computer machine or a comput- erized device will perform a specific task
efficiently. This is a study of algorithm and statistical model.



The machine learning algorithms for predictions are:
« Supervised machine learning.
« Unsupervised machine learning.
« Reinforcement machine learning.

2.3.5.1 Supervised Machine Learning

In supervised learning, the machine learns with the help of labeled data for training. There are
two types of supervised learning such as Classification and Regression. When the output
variable is in the form of real values then regression is used to predict. If the output variable
is in the form of categorical then the classification is used to predict.

2.3.5.2 Unsupervised Machine Learning

In unsupervised machine learning, the machine learns without the help of labeled dataset.
There are two types of unsupervised learning such as clustering, association and
dimensionality reduction.

2.3.5.3 Reinforcement Learning

In reinforcement learning, the software agent plays a vital role to decide the next action based
on their current state behavior. This learns by the trial and error method. Sargolzaei et al.5
proposed the neural network for fault detection in vehicular cyber-physical system. The fault
detection technique is applied to detect and track fault data injection attacks on the
cooperative adaptive cruise control layer of a platoon of connected vehicles in real time.
Bezzo et al.4 has proposed a reach ability-based approach and a Bayesian Inverse
Reinforcement Learning Techniques to predict a malicious intention in cyber-physical system
under cyber-attack. The reachability is used to determine the set of possible states that the
CPS may cover over a certain time horizon, because the input may be uncertain due to sensor
noise. Then they apply the Inverse Reinforcement Learning in order to identify the intention
of the attack.

2.4 Emerging applications in CPS

The application of CPS have the potential to introduce significant changes in information
intensive technology sectors such as manufacturing, water distribution systems,
transportation, healthcare and smart buildings.

2.4.1. Manufacturing:

In manufacturing environment CPS’s are used for self-monitoring the production operations
and control. CPS improves manufacturing processes by sharing information between
machines, supply chain, suppliers, business systems and customers. Smart manufacturing



provides high visibility controls on the supply chain which results in improving the
traceability and security of goods. The impact of 10T and CPS in manufacturing industry is
significantly growing. Sensors are used to predict equipment wear and diagnose faults. The
analytics reduces the maintenance cost and increases operation performance.

2.4.1.1. Manufacturing industries works under a five-level architecture.

Connection- Data is generated by machines, tools and the product
Conversion-  Using  algorithms it converts the data to  information.
Cyber- Processes the information and creates additional value. Cyber level acts a hub (cloud)
and performs complex operations. Cyber level runs on sophisticated manufacturing methods,
runs deep learning algorithms to identify large data patterns. This level focuses on standalone
systems which uses the data from the system to attain additional knowledge.
Cognition- Converts machine signals to information to compare the information with other
outcomes. In this level the machine monitors and diagnoses its own failures and become
aware of potential problems.
Configuration- a machine can track and detect failures early and sends information to the
operation level. Machines can amend their operation depending on workloads or
malfunctions.

These measures produce a system in which machines can defend themselves from difficulties
by finding alternate solutions and preventing operation failures.

2.4.2. The 5c¢ structure uses different levels of operations:

Component level: Contains virtual twins that exists in cyber space. The twin models the
critical components of a machine. It captures the changes in the operations on the cloud. The
system would gain self awareness by this mechanism.
Machine Level: Incorporates the information gathered in the component level which is
combined with machine operations to create new modules for each machine. Similar Virtual
twins are compared with  other machines to quantify  performance.
Fleet Level: Optimize production processes through the performance of machines and
component status from component and machine levels. These level result in self configuring
and self maintenance and has the benefit of maximizing the life span of all components,
leading to increased production quality.
Enterprise Level: This level incorporates the outcome of previous levels to produce a high-
performance production rate.

2.4.3.Water Distribution Systems:

Water Distribution systems are becoming increasingly automated. These systems consist of
reservoirs, tanks, pumps, wells and pipes that deliver water to our taps. As well as devices to



monitor activity such as sensors to detect the level of overflow of water from a tank or the
pressure from the pipe. And programmable Logic Controls which can automatically open
valves and supervisory controls and data acquisition systems that monitor controls all the
devices in the network. While all these innovations allow the system to run more efficiently
and reliably. They also expose the system to potential attacks on the software that controls it.
If the hacker can remotely access the components of the CPS, they could do all sorts of
damage ranging from stealing data, cutting of water supplies, damaging the equipment or
even releasing chemicals used in processing into the system. Hackers can spy on the system
with eavesdropping attacks or by initiating deception attacks.

It is difficult to detect the attacks on the system by human oversight and by machine detection
algorithms. In order to overcome these attacks two types of tools are used. The first one is an
‘Attack Model’ the other is a ‘Toolbox’. The Attack model describes the different way the
hackers might compromise the system and the Toolbox runs on a MATLAB which is widely
used engineering computing software. The Toolbox gathers the attack models and
automatically runs on Epanet. An Epanet is an industry standardized software modeling tool
which describes how water flows through the system. The Epanet utilizes the CPA toolbox to
track the actual physical status of the system and the reported cyber status of the system
which detects external changes introduced by the hackers.

2.4.4.Smart Greenhouse:

CPS play a vital role in the field of agriculture; it improves productivity and prevents
starvation. The system focuses on an adaptive method with several parameters such as
temperature, humidity, irrigation and amount of light. This responds to the parametric
changes according to specific computer programs which are designed to ensure a better
growth. Further it reports feedback continuously to the users to keep them informed about the
condition of the greenhouse. Feedback can be managed easily by remote locations using
network service. The design consist of sensors which act as a station sensor which includes
temperature, humidity, soil moisture and light sensors and it adds other sensors like
temperature and humidity control system in which the fan, sprinklers and other devices can
be used for increasing and decreasing the temperature.

Benefits:

« It saves the farmers money, time and effort
e Provides better environment and increases in productivity
e The amount of water needed is controlled and supplied automatically

2.4.5.Health Care:



Most of medical systems use cyber physical systems, they use real time monitoring and
remote sensing of physical conditions of the patients. This leads to improved treatments for
disabled and elderly patients and limits patient hospitalization. In future these systems will be
combined into a network closed loop system incorporating a human loop to improve the
safety and workflows.

2.4.6.Transportation:

Vehicles can communicate with each other by sharing real time information such as traffic,
locations and issues to prevent from accident and improve safety. Vehicles function will be
executed in a distributrd manner by enhancing performance and emission reduction. For
example, the branking system not only stops the car also it avoids a potential collision.

2.4.7.Buildings:

CPS enabled buildings are called “smart buildings”. The function significantly improves
energy efficiency and decreases energy consumption and greenhouse gas emissions. A
network is used to sense the temperature, humidity and operate actuators (HVAC, fans, water
heater) is embedded into the building to detect changes in the environment.

2.4.8.Claytronics:

Claytronics — a technology to create virtual reality with which human interaction is possible.
IT combines nano scale robots and computer theory to make nanometer-scale systems called
claytronic atoms / catoms. These catoms can interact with others to make 3D structures. The
goal of claytroics is to create dynamic motion in three dimensional objects. Two types of
algorithms are being used in Claytronics, shape sculpting and localization. The collective
actuation and hierarchal planning require shape sculpting algorithms by which it converts the
catoms into the desired structure and dimension. The localization algorithm enables the
positioning of catoms in the ensemble.

2.5 Domain applications of CPS in health care unit

To explain the working of cyber physical systems, we use the example of the healthcare
domain. The Medical CPS (MCPS) can collect and process data from the clinical and
wearable sensors worn by the patients. The biosensors have the potential to sense the critical
physiological parameters of the patient and send them to the computing and analytics unit for
further processing. There are multiple advantages of biosensors, which include noninvasive
delivery of drugs (in the form of smart pills) and sensing of blood glucose



parameters. Hussain and Park [67] proposed a portable EMG-based gait monitoring system.
They further identified the effectiveness of myoelectric biomarkers for the classification of
stroke-impaired muscular activity. Similarly, there are several other wearable devices such as
EMG, ECG, and EEG devices, and sensors such as blood flow sensors and chemical sensors
for identifying chemical concentration, PH value, and glucose concentration in the blood.
Force sensors are used in kidney dialysis devices. The biosensors are used to sense enzymes,
antibodies, and other microbes within the human body. Petropoulos et al.

in [68] discussed an IMU-enabled posture monitor for identifying the wrong sitting posture
through motion sensors attached to the back of the users. These devices and sensors are used
in the medical CPS to provide valuable information about the condition of the patients. With
medical CPS, the sensed data are cleaned, standardized, and finally forwarded to the
processing and analytics unit to perform analysis. The type of processing depends upon the
services required. For example, for realtime requests and queries, the data need to be
processed as close to the source (of data generation) as possible. It is vital to provide an
immediate response for the requested services. Further, processing the data close to the
source reduces network latency and communication bottlenecks, if any. To do so, the MCPS
uses an edge computing paradigm in which the sensed data are processed at the edge of the
network to provide realtime or near realtime services [69]. Similarly, for non-immediate
requests and services, the processing is completed on the cloud. Since moving the sensed data
to the cloud is a bandwidth-hungry process, optimal routing and congestion controlling
mechanisms are needed to reduce the time of data transfer.

Wang et al. in [70] proposed an edge computing-based approach for mitigating coupling
issues in CPS. The different wearable point-of-care devices, which are also equipped with
miniature sensors are used to provide monitoring and analysis on the go or at homes as well
[71-75]. Figure 5 shows a typical medical CPS. A medical CPS as a whole consists of several
components which include sensing, analysis, security, storage, and management. Each of
these units has its specific functionality. The data collected from the patients in some cases
are highly sensitive and thus must be protected from any kind of theft or hacking. To do so,
the medical CPS makes use of different cryptographic techniques to encrypt the data before
sending them across the network. Casalino et al. in [76], proposed the concept of fuzzy
inference systems in telehealth for critical disease care. Similarly, there are several data
management and storage techniques employed within the CPS, which provide optimal data
storage and fetching as and when required by the care providers.
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Fig 2.4 CPS for health care
With the advancement in technologies including 10T, WSN, big data, and enhancement of
computational capabilities, the concept of CPS is widely implemented across multiple
domains. The applications of CPS can be found in diverse areas such as aerospace,
healthcare, energy, transportation, manufacturing, etc. [77-81]. Smart city ecosystems can be
viewed as a large-scale CPS implementation that facilitates the cooperation between various
computational, communication, and physical aspects and also helps to provide a better quality
of life. These CPS are an integration of components of different natures, which aim to
control, manage, and monitor a physical process and also adapt to the changes based on the
feedback. A CPS can be thought of as a driver of the smart city services having the capability
to completely transform the way of life of the inhabitants. A CPS may be used to collect and
share data about realtime traffic conditions, health conditions of the patients, environmental
phenomenon, land-use planning, air/water/soil quality, structural health of buildings, roads,
and other structures such as bridges, rail tracks, monuments, etc. Since it involves a complex



integration of multiple miniature devices (sensors, actuators,and ICs) and larger devices
(mobile phones, servers, and clouds), securing such systems is a very challenging task. There
are always chances of data leakage and or security breaches from one or the other vulnerable
systems or devices. Therefore, it is of utmost importance to implement granular and layered
security mechanisms for such types of complex CPS. MFA can greatly help in providing an
extra layer of security to the CPS, but we need to make sure that implementing this extra
layer of security is not an overhead and oes not increase latency, thus compromising the
primary aim of the CPS systems.

Part A

1. What is CPS

2. State four applications of CPS
3. What are the advantages of CPS
4. Mention the components of CPS
5. What is a sensor

Part B
1. Describe the Cyber physical system pertaining to health care application.
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3.1. Energy Storage for Mitigating the Variability of Renewable Electricity Sources
3.1.1 Introduction

There has been a growing interest in applying electric energy storage (EES) for facilitating
the large-scale integration of variable renewable electricity sources (VRES), such as wind
and solar power, into electric power systems. Large-scale integration of VRES introduces
significant uncertainty into operation and planning of electric power systems. Electric energy
storage is considered a tool for mitigating the impacts of VRES uncertainty.

3.1.2 Criteria when considering and choosing EES technologies for a specific
application:

Those criteria include life- time, life cycle, power and energy, self-discharge rates,
environmental impact, cycle efficiency, capital cost, storage duration, and technical maturity.
Based on these criteria, the appropriateness of EES for various applications has been
evaluated such as, for flexible alternating current transmission systems, small-medium-large-
scale applications, system efficiency, emissions control, peak shaving, and deferring facility
investments in peaking generators.

3.1.3 Variable Renewable Electricity Sources-Overview

With growing concerns about the environmental impacts of the electricity sector, there has
been increasing interest to invest in wind and solar power.

The 121 GW of global wind-installed capacity in 2008 produced 260 TWh of electricity and
saved 158 million tons of COs.

It is estimated that the worldwide wind cumulative capacity reached 318 GW in 2013.

In the same year of 2008, nearly 6 GW of new photovoltaic and thermal solar to power
installations contributed to the cumulative installed capacity of 14.7 GW.

In recent years, installed solar to power capacity has been growing very fast (e.g., 8% growth
in 1992 and 46% in 2008), and reached 139 GW in 2013.

However, the variable nature of these renewable resources introduces a new source of
uncertainty in the operation and planning of electric power systems.

Variations in VRES depend on the size of the evaluated system and the timescale of wind
variations. Proportionately, small wind farms tend to have larger expected hourly variation
than variations from an entire area.

For example, in Western Denmark, it can be reasonably expected that wind power may vary
by 3% of its 2400 MW capacity, whereas a 5 MW wind farm in the same area may vary by
12%.

VRES timescale variations can be characterized as microscale, mesoscale, and macroscale.
Microscale variations primarily affect regulation (seconds to minutes), while mesoscale
variations affect the load-following timescale (minutes to hours), and macroscale variations
affect the unit-commitment timescale (hours to days).



While microscale fluctuations are smoothed to a significant extent across a typical wind-
power array, mesoscale and macroscale fluctuations can be significant for wind farms and
even for an entire region.

The impact of large-scale VRES variations on power systems differs by time-scale. In
microscale, large-scale integration of VRES may require significantly more regulation
reserves and frequency control depending on the power systems characteristics. For example,
a study conducted for Ontario Power Authority indicates that integration of 10,000 MW
wind-power capacity into the Ontario system of 26,000 MW peak demand would require an
11% increase in regulation requirements.

In mesoscale, VRES variations impact the balance between the supply and demand, and thus,
may require a significantly increased amount of operating reserves. The same study for
Ontario shows that a 47% increase in operating reserves is necessary in order to deal with
mesoscale variations of wind under a 10,000 MW wind-integration scenario. In macroscale,
VRES variations impact unit commitment and scheduling of conventional generators, and
unpredictable variations may result in significant economic costs.

In practice, large variations of VRES, particularly wind, have led to operational difficulties in
some cases. As an example, on February 26, 2008, an unexpected 1,400 MW drop in wind-
power generation coincided with an unexpected load increase and loss of a conventional
generator in Texas. These events forced the Electric Reliability Council of Texas (ERCOT) to
take emergency steps and cut 1,200 MW firm load in order to restore system frequency.

In addition, wind generators were dispatched down three times in 2008 in the Irish power
system for security reasons. Such events and considerations are the basis for limiting large-
scale wind-power integration in some power systems. For instance, a 362 MW wind-power
restriction is in effect on the 800 MW peak load power system in the Canary Islands. In the
province of Alberta, Canada, the electric system operator put a 900 MW cap on wind-power
integration because of “operational concerns”.

Although this cap was later removed, the system operator has been continuously looking for
solutions to deal with the variability associated with wind power in Alberta, such as
significant investments in a central wind forecasting project.

Some utility studies have concluded that the grid can absorb wind energy up to 10% of the
system load without major technical changes or significant costs .

However, the same studies have also recognized the importance of evaluating the impact of
larger scale wind integration in electric grids. Wind-power variations may currently be
smaller than variations from large plant-forced outages, typically, 20% over 30 minutes for
the former compared to 100% over seconds for the latter. However, with the expected 22%
wind-power annual growth, innovation to reduce the impact of variable and distributed
energy resources may become increasingly necessary.

To deal with the variability of wind and solar to power electricity generation at large scale,
several methods are proposed, where each attempt to solve one aspect of integration
challenges. For example, expanding transmission and trade allows higher VRES penetration
by providing higher flexi- bility, but is expensive due to the magnitude of energy exchange



required to make them profitable. Improving VRES forecasting reduces system dispatch
errors, but does not give full economic opportunity to the VRES power generator. Increasing
dispatchable back-up power generation may improve the system’s ability to cope with
dispatch errors at the cost of greenhouse gas emissions, since these units generally require
fossil fuels for power]. Alternatively, hydro power responds quickly and can absorb some of
the fluctuations in wind-power output; however, hydro resources are limited . Decoupling
VRES generation from the grid removes power-quality problems associated to VRES at the
cost of reducing the clean energy sources feeding the grid. Although the above solutions
solve several challenges presented by VRES, they are insufficient to mitigate every
challenge. Electric energy storage (EES), although generally expensive, has the ability to
address several VRES integration issues.

3.2 Types of EES

3.2.1 Pumped Hydro Storage

Pumped hydroelectric storage (PHS) stores potential energy from height differences in water
levels, and differs from ordinary hydroelectric power because it has the ability to pump water
from the lower reservoir to the upper reservoir. It is the most common form of energy
storage, representing approximately 3% of the world’s total installed power capacity, and
97% of the total storage capacity. The approximate 250 PHS plants have a cumulative 120
GW of generation capacity, and this capacity is growing at a rate of approximately 5
GWl/year. The reason that PHS has been very popular as an energy-storage medium is
because it can provide relatively high efficiency (65-85%), large power capacity (typically
100-1000 MW), large storage capacity (1-24 + hours), and a long life (30-60 years), at a low
cycle cost (0.1-1.4 $/kWh/cycle)

There is considerable interest in investing more resources into PHS for grid reliability and
wind variability applications. For example, the utility Xcel Energy upgraded a PHS system in
Cabin Creek, Colorado, in the United States, to have 359 MW of PHS generation capacity to
mitigate wind variability. In the past, the turbine and the pump were separate due to increased
efficiency, but as technology has matured, one rotating machine is now used both as a motor
and a generator to reduce costs. However, this tendency is not universal. For example, the
Kopswerk Il pumping station in Austria, inaugurated in May 2009, has a separate 525 MW
turbine from the 450 MW pump. Its purpose is to increase the efficiency of each process and
to increase ramping speed for peaking and for integrating renewable energy, since both the
turbine and generator can be ramping at the same time.

PHS is generally limited to high-power applications only for several rea- sons, such as its
high capital cost ($100 million - $3 billion US or 600 - 2,000 $/kW), the resulting
environmental damages by flooding 10-20 km? of land to make reservoirs, and its long
project lead time (typically 10 years). The low modularity of PHS systems at small-scale
power (kW to MW range) can limit its ability to be used to solely mitigate wind fluctuations.
If a wind farm is not sufficiently large enough, it would be necessary to use the PHS system
for multiple purposes (peak shaving, grid stability) to justify the PHS installation, as it is not
feasible to have two large reservoirs to mitigate fluctuations in a small wind production.



When using a PHS to level VRES power variations, it is important to ensure that the ramp
rates are high enough to level the production. This is generally not an issue, but it is
something that will gain importance as the penetration of these sources increases.

3.2.2 Compressed to Air Energy Storage

A typical compressed to air energy-storage (CAES) system uses an existing underground site
(e.g., a salt dome, a rock cavern, or an abandoned mine), and stores gas at approximately 4 to
8 megapascals. CAES and PHS are the only storage technologies that are currently suitable
for large-scale power and high energy-storage applications. Research shows that CAES is a
viable method to mitigate wind variability for wind levelling and energy management
purposes. For example, the Mclntosh plant, which has a 134 MW generation and 110 MW
compression rating, can swing from full generation to full compression in less than 5 minutes,
and back to full generation in less than 15 minutes. There are currently two CAES plants in
the world for a total capacity of 400 MW. The first is in Huntorf, Germany with a capacity of
290 MW for 2 hours. This site was installed in 1978 by Alstom. This system, initially built to
support a nuclear plant, is now used for grid support 3 hours a day. It has demonstrated a 90%
availability and a 99% starting reliability. The second CAES plant was built in 1991, in
Mclintosh, Alabama, in the United States, with a 110 MW capacity for 26 hours. This plant
uses a recuperator, which reduces the fuel consumption by approximately 25% compared to
the Huntorf plant. It has the purpose of complementing a coal plant in Lohman, Alabama.
Neither of these two sites are used for variable energy sources.

Although there are only two CAES plants in the world, they have both demonstrated high
reliability and economic feasibility, and have sparked considerable interest in constructing
more in wind integration. For example, the lowa Stored Energy Park, expected to be
commissioned in year 2011 or 2012, would be the first plant to use wind-energy and off-peak
electricity to store compressed air in an aquifer. This system, with a capacity of 268
MW/13,400 MWh, will get its energy from a 75 to 150 MW wind farm, and is expected to
reduce emissions by 60% compared to a system that does not use the CAES through energy
management. Due to large storage time, i.e., 50 + hours at full generation, it is expected that
the system will cut down on wind dumping when energy demand is low, and will support
shifting wind-energy production to periods with high grid emissions inten- sity. Another
example is the Shell Luminant CAES plant in Texas, where TXU Energy and Shell Win
dEnergy are working to build a 3,0 MW wind farm connected to a CAES system that will
pump air into underground salt beds. The Shell-Luminant CAES plant will store 1,000 MWh
of energy in Briscoe County. Finally, Magnum Energy is planning to create an integrated
energy-storage facility that can store natural gas and compressed air to help improve the
integration of wind and solar power in Utah, in the United States. Eight salt caverns have
been identified as suitable, and the first CAES plant is planned be built for approximately
$200 to $400 million after the first gas-storage cavern is operational in 2012..

CAES shares many of the same attractive qualities of PHS, such as high- power capacity (50-
300 MW), large energy-storage capacity (2-50 + hours), a quick start-up (9 minutes
emergency start, 12 minutes normal operation), a long storage period (over a year), and a



relatively high efficiency (60-80%). It also suffers from some of the same problems, such as
a reliance on favorable geography (proximity to underground storage area and availability of
natural gas), a requirement for large power storage to make the system feasible, and low
energy density (12 kWh/m?).

However, there are also several features that make CAES very different from PHS. The
capital cost of CAES is significantly lower (400-800 $/kW) and since the storage is
underground, there is very little impact on the surface environment. In addition, appropriate
sites are bountiful and virtually untapped; three quarters of the United States has the potential
for this technology . This may sound promising, but site-specific data is required to evaluate
the suitability of the site for CAES such as geography, accessibil- ity, economics, and
correlation . The use of natural gas in the expansion cycle causes the system not to be carbon
neutral, and the ability of CAES to quickly change output power generation is limited.
Although CAES is technically capable of increasing VRES penetration, it must be combined
with other functions.For example, use the deterministic EnergyPLAN model to analyze the
system-economic potential of a CAES plant in elec- tricity systems. In a CAES system with a
216 MW compressor, 360 MW turbine, and 1,478 MWh storage requiring an annualized 14
million Euro of capital investment and operational costs, created an annual 4-12 million Euro
shortfall by selling electricity on the spot market. To gen- erate an annual profit of 1-3
million Euro proposed to make the turbine operate solely on the regulating power market for
monthly availability payments of 3,330 Euro/MW, and make the compressor operate on the
spot market while ensuring that the storage is never empty.

3.2.3 Batteries

The batteries discussed in this chapter store energy through a reversible chemical reaction.
3.2.3.1 Lead-Acid Batteries

Lead-acid batteries have been used for more than 130 years in many different applications
and they are still the most widely used rechargeable electro- chemical device for small-
medium scale storage applications. In China, lead-acid batteries are used in 75% of new solar
photovoltaic systems, which was 5% of the entire lead-acid battery market in year 2007, and
expected to hold 10% by 2011. Seventy percent of lead-acid batteries are used for vehi- cles,
21% for communications, and 4% for other applications. The larg- est lead-acid storage
installation was a $18.2 million, 10 MW/40 MWh unit in Chino, California in July 1988 for
load leveling It is currently operated by Southern California Edison Company. Moreover
Lead-acid batteries have low cost (300-600$/kW), high reliability, strong surge capabilities,
high efficiency (65-80%), and are usually good for uninterruptible power supply, power
quality, and spinning reserve appli- cations. However, they are poor for energy management
purposes because they have a short life (500-1,000 cycles), require regular mainte- nance,
have low energy density (30-50 Wh/kg), emit explosive gas and acid fumes, and have a poor
cold temperature performance, which requires a thermal management system. Although
valve-regulated lead-acid batte- ries require less maintenance, create less gaseous emissions,
and self-discharge they are primarily designed for back-up power supply and telecommunica-
tion applications due to their decreased cycle life.



3.2.3.2 Nickel-Cadmium Batteries

Nickel-cadmium (NiCd) batteries compete with lead-acid batteries because they have a
higher energy density (50-75 Wh/kg) and have a longer life (2000-2500 cycles). They are
good for uninterruptible power supply and generator-starting applications. In Golden Valley,
Fairbanks, Alaska, the world’s second most powerful battery bank is a NiCd type. The 27
MW rated battery in this site can provide 40 MW for 7 minutes, and is used for spinning
reserves and grid stabilization in an electrical-island oper- ation mode.

However, NiCd battery sales declined for the period of 1995 to 2003 This may be attributed
to increasing environmental controls for toxic cadmium, such as the 2006 European Union’s
directive on batteries and accumulators to ban NiCd batteries in September 2008, or because
new bat- tery developments do not justify the cost of NiCd batteries (1,000 $/kwh) for
certain applications. Concerning VRES integration, NiCd batteries have a unique feature that
makes them unsuitable: the memory effect. If NiCd batteries are not fully discharged before
being recharged, the battery will start losing its capacity. Since wind and solar power are non-
dispatchable and include forecast errors, NiCd batteries can not operate economically without
creating problems caused by the memory effect.

3.2.3.3 Sodium-Sulphur Batteries

In the last decade, sodium-sulphur (NaS) battery-based installations have grown
exponentially from 10 MW in 1998 to 305 MW (2,000 MWh) at the end of 2008. NaS
batteries are a very attractive emerging technology for VRES generation management, such
as wind power, because they can be cycled 2500 times, have high-power density (150-240
W/kg), are efficient (75-90%), and have a 600% rated pulse power capability that can last 30
seconds. It is claimed that NaS batteries are the most economically feasible battery storage
option for energy management, requiring electricity prices of 32 cents/kWh.

NGK Insulators Inc., the only NaS battery supplier in the world, has installed several
batteries for VRES applications, and is considering ramping up their annual production
capacity from 90 MW in 2009 to 210 MW in 2011. NGK has installed a 34 MW 245 MWh
system in northern Japan for stabilizing a 51 MW wind farm. This is the largest energy-
storage system in the world, discounting PHS and CAES systems. The utility com- pany Xcel
Energy is exploring the viability of coupling a 1.2 MW/7.2 MWh NaS battery installation
with the 11.8 MW MinnWind wind project. A 1.5 MW battery has been shown to work with
5 MW of solar to power stabilization. In May 2009, Electricite de France and NGK agreed on
150 MW of NaS batteries over the next 5 years to mitigate fluctuations in solar and wind-
energy production on various Mediterranean islands in order to reduce carbon emissions.

NaS batteries are environmentally benign since the batteries are sealed and thus allow no
emissions during operation. Also, more than 99% of the overall weight of the battery
materials can be recycled. Only sodium must be handled as a hazardous material. Although
NaS batteries can be modular down to 50 kW, the general sizes are approximately 1 MW.
However, the NaS batteries must be kept at approximately 300 to 350 degrees Celsius, and
are subject to a high capital cost (2,000$/kW or 350$/ kWh). Beta R&D is hoping to compete
with NGK Insulators Inc., with their sodium nickel-chloride batteries, known as ZEBRA



batteries. ZEBRA batteries have similar characteristics as the NaS batteries (120 Wh/kg
energy density and 150 W/kg power density), but can operate at temperatures from -40 to 70°
Celsius.

3.2.3.4 Lithium-ion batteries

Lithium-ion batteries were commercialized by Sony in 1991, and the demand for these
batteries has grown exponentially in several markets. This is attributed to the many desirable
characteristics these batteries have, such as efficiencies of over 95%, long life cycle of 3,000
cycles at 80% depth of dis- charge, high energy density of 200 Wh/kg, and high-power
density. These, along with fast-discharge capabilities have made them nearly ideal

for portable electronics applications. The main hurdles for large- scale lithium-ion batteries
are their high cost (above $1,200/kWh) and the cir- cuitry needed for safety and
protection.A123 Systems and EaglePicher Technologies are two examples of com- panies
that are developing lithium-ion battery technology for the power sys- tems industry. In May
2009, EaglePicher Technologies announced the construction of a 60 MWh battery, the size of
a football field, to store wind energy in Kansas, United States]. A123 Systems is currently
developing lithium-ion batteries for reserves, frequency regulation, and grid stabiliza- tion.
However, most of the focus has been on the automotive sector. Lithium-ion battery
production produces 70 kg CO, /kWh capacity; this is less the emissions produced by fossil-
fuel alternatives after only 120 recharges of hybrid vehicles. However, lithium-ion reserves
are limited and creating 800 million vehicles that use a 15-kWh lithium-ion battery each
would deplete 30% of world’s lithium reserves.

3.2.3.5 Zinc-Bromine Batteries

Zinc-bromine (ZBR) batteries are a special type called flow batteries, which store at least one
of its liquid electrolytes in an external storage tank that flows through the reactor to
store/create electricity. As a result, the energy storage can be independent of the power
capacity, depth-of-discharge can be ignored, and self-discharge is negligible. This makes
flow batteries flexible for a wide range of applications including seasonal storage. With a
sub- millisecond response time and pulse capability, flow batteries are more than capable for
VRES following and power quality.

In low levels of wind penetration, flow-battery systems delivered the lowest cost per energy
stored in a study that compared lead-acid batteries, flow batteries, flywheel, superconducting
magnetic energy storage, CAES, hydrogen, and PHS, with a profitable price of 41 to 45
cents/lkWh. In the case, a 600 kW/3,000 kWh battery was used for shifting the power
generation of a single 2.5 MW wind turbine in ten bottom-up pric- ing scenarios, and it was
found that that the minimum selling price of elec- tricity needed to be 45 cents/kWh. In, the
levelized cost of storage was evaluated to be 41 cents’lkWh, assuming a 10% wind
penetration in the state of California using the HOMER model.

Since the development of ZBR batteries by Exxon in the 1970s, two companies have tried to
develop the technology for commercial purposes, namely, ZBB Energy Corporation and
Premium Power Corporation . ZBB’s commercial products include the ZESS 50 (50
kw/50kwh) and



the ZESS 500 (250 kW/500kWh). Premium Power’s commercial products include the
PowerBlock 150 (100 kw/150 kWh) and the Transflow 2000 (500 kW/2.8 MWh). Although
ZBR Dbatteries are suitable for small-scale applications, medium-scale ZBR battery
technology was tested as early as 1991 (e.g., at Kyushu Electric Power, 1 MW/4 MWh), and
up to a total power capacity of 2 MW (e.g., at PG&E in California in 2005). By the end of
2009, it is estimated that there was 4 MW of installed capacity in the world, with a storage
capacity of 8 MWh.

ZBR batteries have 75% efficiency, 200% peaking capacity, 3 to 4 hours recharge time, 75 to
85 Wh/kg, over 2,000 charge life cycle, and deep dis- charge capabilities. This, along with
7ZBB’s “plug-and-play” capabilities make the technology suitable for small distributed energy
storage.

3.2.3.6 Vanadium Redox Batteries

Vanadium redox batteries (VRB) are another type of flow battery that is suit- able for small-
and medium-scale applications. Starting with the development of VRB technology by the
University of New South Wales in the 1980s, there are now currently over 20 MWh of
installed VRB in the world. The installed VBR batteries are used for load leveling, remote-
area power systems, renew- able energy stabilization, uninterruptible power supply, back-up
power, and power quality. The technology has been tested, proven, and installed in various
locations, and has been characterized as a storage system with one of the lowest
environmental impact. Plants can be upgraded at a relatively low incremental cost, by
increasing the volume of electrolytes for more stored energy or by adding new cell stacks for
additional power

The main VRB suppliers are Sumitomo Electric Industries and Prudent Energy who marketed
VRB Power Systems in January 2009. The largest installation by VRB Power Systems is
0.25 MW/2 MWh. The largest installations by Sumitomo Electric Industries is a 4 MW/6
MWh unit in Tomamae Wind Villa in Japan, in 2005, which has been cycled over 270,000
times to various depths of charge within 3 years to sta- bilize a 32 MW wind farm.

VRB have been used to mitigate fluctuations in both wind and solar power. To understand the
potential of VRB for wind and daily wind man- agement, the Institute of Applied Energy in
Japan installed a 170 kW, 1 MWh VRB system in 2001. The Riso Research Institute in
Denmark installed a 15 kW, 240 kWh battery in 2006 for the same purpose. For solar power,
a 30 kw, 240 kwh, VVRB system has been used for a solar photovoltaic- hybrid application at
the Obayashi Corp’s Dunlop Golf Course.

VRB are modular down to 5 kW/10 kWh, have an efficiency of 75% to 80%, and with proper
annual maintenance, have a high cycle life of over 12,000 at 100% depth of charge because
the electrolytes do not degrade. However, due to their low energy density of 16-33 kWh/m?,
they require a large amount of space, and are only suitable for small or medium stationary
VRES applications.

3.2.4 Superconducting Magnetic Energy Storage

A superconducting magnetic energy-storage (SMES) unit is a device that stores energy in the
magnetic field generated by direct current flowing through a sup- erconducting coil. SMES is



a relatively new technology with low expo- sure to power applications, although one estimate
reports that there may be as much as 100 MW capacity already installed in the world]. SMES
units can only generate electricity at rated capacity for a few seconds, have strong magnetic
fields, and are extremely expensive at 1,000 to 10,000$/kW due to the need for cryogenics to
maintain superconductivity.

Micro-SMES devices in the range of 1 to 10 MW are commercially available, and over 30
devices with approximately 50 MW of total capacity are installed in different parts of the
United States for good power quality or uninterruptible power supply. The largest installation
includes six or seven units in upper Wisconsin by American Superconductor in year 2000.
These units of 3 MW/0.83 kWh are currently operated by the American Transmission
Company, and are used for power quality applica- tions and reactive power-support where
each can provide 8 MVA. Although there is research examining the technical ability of
SMES to integrate renewable energies, there is little indication that SMES has or can fill a
unique niche. For most purposes, supercapacitors and flywheels

can fill the same niches as SMES.

3.2.5 Hydrogen Storage

Hydrogen differs from the conventional idea of energy storage because it uses separate
processes for hydrogen production, storage, and use. For hydrogen production, an
electrolyzer produces hydrogen and oxygen from water by introducing an electric current. A
hydrogen fuel cell converts hydrogen and oxygen back into water to release energy. Different
strategies of integrating wind and solar energy with hydrogen storage are p