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UNIT -1         NETWORK SECURITY AND NUMBER THEORY BASICS  

Syllabus: 

Network security- Examples of security violations - Computer security concepts-

confidentiality-Integrity-Availability-Accountability, Challenges of computer security- 

Hacking-Vulnerability-threats-attacks-passive attacks-types-Active attacks-types-Denial of 

service attacks-Model for network security. Modular arithmetic- Addition-Inverse 

divisibility - prime numbers-Eulerôs theorem-Fermatôs theorem 

1.Introduction:  
 

With the introduction of the computer, the need for automated tools for 

protecting files and other information stored on the computer became evident. This is 
especially the case for a shared system, and the need is even more acute for systems that can 

be accessed over the Internet. The generic name for the collection of tools designed to protect 
data and to thwart hackers is computer security. 

Network security: Introduction of distributed systems and the use of 

networks and communications facilities for carrying data between terminal user and 

computer and between computer and computer. Network security measures are needed to 
protect data during their transmission. The term network security in general refers to internet 
security. 

 

1.1 EXAMPLES OF SECURITY VIOLATIONS  
 

1. User A transmits a file to user B. The file contains sensitive information 

(e.g., payroll records) that is to be protected from disclosure. User C, who is not authorized to 
read the file, is able to monitor the transmission and capture a copy of the file during its 

transmission. 

 
 

 
Fig 1.1 Example 1  



2. A network manager, D, transmits a message to a computer, E, under its 

management. The message instructs computer E to update an authorization file to include the 

identities of a number of new users who are to be given access to that computer. User F 

intercepts the message, alters its contents to add or delete entries, and then forwards the 

message to E, which accepts the message as coming from manager D and updates its 

authorization file accordingly. 

 

 

 

 
 

Fig 1.2 Example 2 

  

3. Rather than intercept a message, user F constructs its own message with 
the desired entries and transmits that message to E as if it had come from manager D. 

Computer E accepts the message as coming from manager D and updates its authorization 
file accordingly.  

4. A message is sent from a customer to a stockbroker with instructions for 
various transactions. Subsequently, the investments lose value and the customer denies 
sending the message.  

Although this list by no means exhausts the possible types of security 
violations, it illustrates the range of concerns of network security. 

 

1.2 COMPUTER SECURITY CONCEPTS 

A Definition of Computer Security 
 

The NIST Computer Security Handbook [NIST95] defines the term computer security as 
follows 

1.2.1 COMPUTER SECURITY  
 



The protection afforded to an automated information system in order to attain 
the applicable objectives of preserving the integrity, availability, and confidentiality of 

information system resources (includes hardware, software, firmware, information/ data, and 
telecommunications). 
 

This definition introduces three key objectives that are at the heart of computer 

security. 

1) Confidentiality:  This term covers two related concepts: 
 

Data confidentiality: Assures that private or confidential information is not made 
available or disclosed to unauthorized individuals. 

 

Privacy: Assures that individuals control or influence what information related to 
them may be collected and stored and by whom and to whom that information may be 
disclosed. 

2) Integrity:  This term covers two related concepts: 
 

Data integrity:  Assures that information and programs are changed only in a specified and 
authorized manner. 
 

System integrity: Assures that a system performs its intended function in an unimpaired 
manner, free from deliberate or inadvertent unauthorized manipulation of the system. 

 

3)Availability:  Assures that systems work promptly and service is not denied to authorized 
users. 

 

These three concepts form what is often referred to as the CIA triad (Figure 1.1). The three 
concepts embody the fundamental security objectives for both data and for information and 
computing services. 

 

 

 

 
 

 

 

 

 

Fig 1.3 Security Requirements TRIAD 

 



Å Confidentialit y: Preserving authorized restrictions on information access and disclosure, 

including means for protecting personal privacy and proprietary information. A loss of 
confidentiality is the unauthorized disclosure of information. 

Å Integrity: Guarding against improper information modification or destruction,including 

ensuring information nonrepudiation and authenticity. A loss of integrity is the unauthorized 

modification or destruction of information. 

 
Å Availability: Ensuring timely and reliable access to and use of information. A loss of 
availability is the disruption of access to or use of information or an information system. 

Although the use of the CIA triad to define security objectives is well established, some in 
the security field feel that additional concepts are needed to present a complete picture. Two 
of the most commonly mentioned are, 

Å Authenticity: The property of being genuine and being able to be verified and trusted; 

confidence in the validity of a transmission, a message, or message originator. This means 
verifying that users are who they say they are and that each input arriving at the system came 

from a trusted source.  

Å Accountability:  The security goal that generates the requirement for actions of an entity to 

be traced uniquely to that entity. This supports non-repudiation, deterrence, fault isolation, 

intrusion detection and prevention, and after-action recovery and legal action. Because truly 

secure systems are not yet an achievable goal, we must be able to trace a security breach to a 

responsible party. Systems must keep records of their activities to permit later forensic 

analysis  

to trace security breaches or to aid in transaction disputes. 

 

1.3 THE CH ALLENGES OF COMPUTE R SECURITY  
 

Computer and network security is both fascinating and complex. Some of the 
reasons include: 
 

1. Security is not as simple as it might first appear to the novice. The 

requirements seem to be straightforward; indeed, most of the major requirements for security 

services can be given self-explanatory, one-word labels: confidentiality, authentication, non-

repudiation, integrity. But the mechanisms used to meet those requirements can be quite 

complex, and understanding them may involve rather subtle reasoning.  

2. In developing a particular security mechanism or algorithm, one must 

always consider potential attacks on those security features. In many cases, successful attacks 
are designed by looking at the problem in a completely different way, therefore exploiting an 

unexpected weakness in the mechanism.  

3. Having designed various security mechanisms, it is necessary to decide 

where to use them. This is true both in terms of physical placement (e.g., at what points in a 
network are certain security mechanisms needed) and in a logical sense [e.g., at what layer or 

layers of an architecture such as TCP/IP (Transmission Control Protocol/Internet Protocol) 
should mechanisms be placed].  

4. Security mechanisms typically involve more than a particular algorithm or 

protocol. They also require that participants be in possession of some secret information (e.g., 



an encryption key), which raises questions about the creation, distribution, and protection of 
that secret information.  

5. Computer and network security is essentially a battle of wits between a 

perpetrator who tries to find holes and the designer or administrator who tries to close them. 

The great advantage that the attacker has is that he or she need only find a single weakness, 
while the designer must find and eliminate all weaknesses to achieve perfect security.  

6. Security requires regular, even constant, monitoring, and this is difficult in 
today s short-term, overloaded environment.  

7. Security is still too often an afterthought to be incorporated into a system 
after the design is complete rather than being an integral part of the design process.  

8. Many users (and even security administrators) view strong security as an 
impediment to efficient and user-friendly operation of an information system or use of 
information. 

 

 

1.4 VULNERABILITY    AND HACKING  

Vulnerability   

In computer security, a vulnerability is a weakness which can be exploited by a threat 

actor, such as an attacker, to cross privilege boundaries (i.e. perform unauthorized actions) 

within a computer system. To exploit vulnerability, an attacker must have at least one 

applicable tool or technique that can connect to a system weakness. In this frame, 

vulnerabilities are also known as the attack surface. 

Hacking 

Hacking is an attempt to exploit a computer system or a private network inside a 

computer. Simply put, it is the unauthorised access to or control over computer network 

security systems for some illicit purpose. One can easily assume them to be intelligent and 

highly skilled in computers. 

1.5 SECURITY ATTACKS  

Threat 

A potential for violation of security, which exists when there is a circumstance, 

capability, action, or event that could breach security and cause harm. That is, a threat is a 

possible danger that might exploit vulnerability. 

Attack  

An assault on system security that derives from an intelligent threat.That is, an 

intelligent act that is a deliberate attempt (especially in the sense of a method or technique) to 

evade security services and violate the security policy of a system. 

 

https://en.wikipedia.org/wiki/Computer_security
https://en.wikipedia.org/wiki/Exploit_(computer_security)
https://en.wikipedia.org/wiki/Threat_actor
https://en.wikipedia.org/wiki/Threat_actor
https://en.wikipedia.org/wiki/Attack_surface


Security attack: Any action that compromises the security of information owned by an 

organization. 

 

A useful means of classifying security attacks is in terms of passive attacks and active 

attacks.A passive attack attempts to learn or make use of information from the system but 

does not affect system resources.An active attack attempts to alter system resources or affect 

their operation. 

Passive Attacks  
Passive attacks are in the nature of eavesdropping on, or monitoring of, transmissions 

as shown in Fig 1.4. The goal of the opponent is to obtain information that is being 

transmitted. Two types of passive attacks are the release of message contents and traffic 

analysis. 

 
 

Fig 1.4 Passive Attacks 

The release of message contents is easily understood (Figure 1.5). A telephone 

conversation, an electronic mail message, and a transferred file may contain sensitive or 

confidential information. We would like to prevent an opponent from learning the contents of 

these transmissions. 

 



 

 

 

Fig 1.5 Release of Message 

 

A second type of passive attack, traffic analysis, is subtler (Figure 1.6). Suppose that 

we had a way of masking the contents of messages or other information traffic so that 

opponents, even if they captured the message, could not extract the information from the 

message. The common technique for masking contents is encryption. 

 

 

 

Fig 1.6 Traffic analysis 
 

Passive attacks are very difficult to detect, because they do not involve any alteration 

of the data. Typically, the message traffic is sent and received in an apparently normal 

fashion, and neither the sender nor the receiver is aware that a third party has read the 

messages or observed the traffic pattern. However, it is feasible to prevent the success of 



these attacks, usually by means of encryption. Thus, the emphasis in dealing with passive 

attacks is on prevention rather than detection. 

Active Attacks 
 

Active attacks involve some modification of the data stream or the creation of a false 

stream and can be subdivided into four categories: masquerade, replay, modification of 

messages, and denial of service. 

A masquerade takes place when one entity pretends to be a different entity (Figure 

1.7). A masquerade attack usually includes one of the other forms of active attack. For 

example, authentication sequences can be captured and replayed after a valid authentication 

sequence has taken place, thus enabling an authorized entity with few privileges to obtain 

extra privileges by impersonating an entity that has those privileges. 

Replay involves the passive capture of a data unit and its subsequent retransmission to 

produce an unauthorized effect (Figure 1.8). 

Modification of messages simply means that some portion of a legitimate message is 

altered, or that messages are delayed or reordered, to produce an unauthorized effect (Figure 

1.9). For example, a message meaning ñAllow John Smith to read confidential file accountsò 

is modified to mean ñAllow Fred Brown to read confidential file accounts.ò 

The denial of service prevents or inhibits the normal use or management of 

communications facilities (Figure 1.10). This attack may have a specific target; for example, 

an entity may suppress all messages directed to a particular destination (e.g., the security 

audit service). Another form of service denial is the disruption of an entire networkðeither 

by disabling the network or by overloading it with messages so as to degrade performance. 

Security aspects come into play when it is necessary or desirable to protect the 

information transmission from an opponent who may present a threat to confidentiality, 

authenticity, and so on. All of the techniques for providing security have two components: 

A security-related transformation on the information to be sent. Examples include the 

encryption of the message, which scrambles the message so that it is unreadable by the 

opponent, and the addition of a code based on the contents of the message, which can be used 

to verify the identity of the sender. 

Some secret information shared by the two principals and, it is hoped, unknown to the 

opponent. An example is an encryption key used in conjunction with the transformation to 

scramble the message before transmission and unscramble it on reception. 



 

 

                           Fig 1.7 Masquerade 

 

 

 

Fig 1.8 Replay 

 

 



 

Fig 1.8 Modification of messages 

Denial of Service Attacks 
 

With a DoS attack, a hacker attempts to render a network or an Internet resource, such 

as a web server, worthless to users. A DoS attack typically achieves its goal by sending large 

amounts of repeated requests that paralyze the network or a server. 

 

A common form of a DoS attack is a SYN flood, where the server is overwhelmed by 

embryonic connections. A hacker sends to a server countless Transmission Control Protocol 

(TCP) synchronization attempts known as SYN requests. The server answers each of those 

requests with a SYN ACK reply and allocates some of its computing resources to servicing 

this connection when it becomes a "full connection." Connections are said to be embryonic or 

half-opened until the originator completes the three-way handshake with an ACK for each 

request originated. A server that is inundated with half-opened connections soon runs out of 

resources to allocate to upcoming connection requests, thus the expression "denial of service 

attack." 

The following sidebars provide the anatomy of DoS attacks and distributed DoS 

(DDoS) attacks. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 1.9   DOS 

 

Those handlers in turn scan their own corporate network, hunting for workstations 
to compromise and turn into DDoS agents. Those agents are also referred to as bots, thus 
the expression of botnets. 
 

When his army of agents is strategically in place, the hacker launches the attack. 

He transmits his orders for the mission to the handlers and agents; these orders usually 

cause each of these hosts to send large quantities of packets to the same specific 

destination, at a precise time, thus overwhelming the victim and the path to it. It also 

creates significant congestion on corporate networks that are infected with handlers and 

agents when they all simultaneously launch their attack on the ultimate victim. 

1.6 A MODEL FOR NETWORK SECURITY:  

A Network Security Model exhibits how the security service has been designed over 

the network to prevent the opponent from causing a threat to the confidentiality or 

authenticity of the information that is being transmitted through the network. 



For a message to be sent or receive there must be a sender and a receiver. Both the sender and 

receiver must also be mutually agreeing to the sharing of the message. Now, the transmission 

of a message from sender to receiver needs a medium i.e. Information channel which is 

an Internet service. 

A logical route is defined through the network (Internet), from sender to the receiver and 

using the communication protocols both the sender and the receiver established 

communication. 

Any security service would have the three components discussed below: 

1. Transformation of the information which has to be sent to the receiver. So, that any 

opponent present at the information channel is unable to read the message. This indicates 

the encryption of the message. 

It also includes the addition of code during the transformation of the information which will 

be used in verifying the identity of the authentic receiver. 

2. Sharing of the secret information between sender and receiver of which the opponent must 

not any clue. Yes, we are talking of the encryption key which is used during the encryption of 

the message at the senderôs end and also during the decryption of message at receiverôs end. 

3. There must be a trusted third party which should take the responsibility of distributing the 

secret information (key) to both the communicating parties and also prevent it from any 

opponent. 

 

Fig 1.11 A Model for  Network Security 

 



The network security model presents the two communicating 

parties sender and receiver who mutually agrees to exchange the information. The sender 

has information to share with the receiver. 

But sender cannot send the message on the information cannel in the readable form as 

it will have a threat of being attacked by the opponent. So, before sending the message 

through the information channel, it should be transformed into an unreadable format. Secret 

information is used while transforming the message which will also be required when the 

message will be retransformed at the recipient side. Thatôs why a trusted third party is 

required which would take the responsibility of distributing this secret information to both 

the parties involved in communication. 

So, considering this general model of network security, one must consider the following four 

tasks while designing the security model. 

1. To transform a readable message at the sender side into an unreadable format, an 

appropriate algorithm should be designed such that it should be difficult for an opponent to 

crack that security algorithm. 

2. Next, the network security model designer is concerned about the generation of the secret 

information which is known as a key. 

This secret information is used in conjunction with the security algorithm in order to 

transform the message. 

3. Now, the secret information is required at both the ends, senderôs end and receiverôs end. 

At senderôs end, it is used to encrypt or transform the message into unreadable form and at 

the receiverôs end, it is used to decrypt or retransform the message into readable form. 

So, there must be a trusted third party who will distribute the secret information to both 

sender and receiver. While designing the network security model designer must also 

concentrate on developing the methods to distribute the key to the sender and receiver. 

An appropriate methodology must be used to deliver the secret information to the 

communicating parties without the interference of the opponent. 

It is also taken care that the communication protocols that are used by the communicating 

parties should be supporting the security algorithm and the secret key in order to achieve the 

security service. 

1.7   NETWORK  ACCESS SECURITY MODEL 

Network access security model which is designed to secure the information system which can 

be accessed by the attacker through the network. 

Attackers who attack your system that is accessible through the internet. These attackers fall 

into two categories: 

 

1. Hacker: The one who is only interested in penetrating into your system. They do not cause 

any harm to your system they only get satisfied by getting access to your system. 

2. Intruders: These attackers intend to do damage to your system or try to obtain the 

information from the system which can be used to attain financial gain. 



 

The attacker can place a logical program on your system through the network which can 

affect the software on your system. This leads to two kinds of risks: 

a. Information threat: This kind of threats modifies data on the userôs behalf to which actually 

user should not access. Like enabling some crucial permission in the system. 

b. Service threat: This kind of threat disables the user from accessing data on the system. 

 

Fig 1.12 Network access security model 

There are two ways to secure your system from attacker of which the first is to introduce 

the gatekeeper function. Introducing gatekeeper function means introducing login-

id and passwords which would keep away the unwanted access. 

In case the unwanted user gets access to the system the second way to secure your system is 

introducing internal control which would detect the unwanted user trying to access the system 

by analyzing system activities. This second method we call as antivirus which we install on 

our system to prevent the unwanted user from accessing your computer system through the 

internet. 

1.8   MODULAR ARITHMETIC  

Modulo, means remainder. Modulo arithmetic is the arithmetic of remainders. 

If any integer a can be expressed as a = b+kn then in modulo arithmetic it can 
be stated as  a mod n = b. F or example a=33 and n=5 then 33 mod 5= 3. (should be 
read as 3 mod 5) 

This can be obtained by successive subtraction of n from a. In the above example 
the successive subtraction is as shown below. 

 

1.8.1 The quotient remainder theorem 

¶ To prove some properties about modular arithmetic we often make use of 
the quotient remainder theorem. 

¶ It is a simple idea that comes directly from long division. 

The quotient remainder theorem says: 



 

Given any integer A, and a positive integer B, there exist unique integers Q and 

R such that 

 

A= B * Q + R               where 0 Ò R < B 

 

When we divide A by B in long division, Q is the quotient and R is the remainder. 

 

i.e  A -DIVIDEND 

      B-DIVISOR /MODULUS 

      Q-QUOTIENT 

      R-REMINDER/ RESIDUE 

 

If we can write a number in this form then A mod B = R 

Examples 

A = 7, B = 2 

7 = 2 * 3 + 1 

7 mod 2 = 1 

A = 8, B = 4 

8 = 4 * 2 + 0 

8 mod 4 = 0 

A = 13, B = 5 

13 = 5 * 2 + 3 

13 mod 5 = 3 

A = -16, B = 26 

-16 = 26 * -1 + 10 

-16 mod 26 = 10 

 



1.8.2 Modular  addition and subtraction 

(A + B) mod C = (A mod C + B mod C) mod C 

Example: 

Let A=14, B=17, C=5 

Let's verify: (A + B) mod C = (A mod C + B mod C) mod C 

LHS = Left Hand Side of the Equation 

RHS = Right Hand Side of the Equation 

LHS = (A + B) mod C 

LHS = (14 + 17) mod 5 

LHS = 31 mod 5 

LHS = 1 

RHS = (A mod C + B mod C) mod C 

RHS = (14 mod 5 + 17 mod 5) mod 5 

RHS = (4 + 2) mod 5 

RHS = 1 

LHS = RHS = 1 

 

1.8.3 Multiplication 

(A * B) mod C = (A mod C * B mod C) mod C 

Example for Multiplication : 

Let A=4, B=7, C=6 

Let's verify: (A *  B) mod C = (A mod C *  B mod C) mod C 

LHS= Left Hand Side of the Equation 

RHS= Right Hand Side of the Equation 

LHS = (A *  B) mod C 



LHS = (4 *  7) mod 6 

LHS = 28 mod 6 

LHS = 4 

RHS = (A mod C *  B mod C) mod C 

RHS = (4 mod 6 *  7 mod 6) mod 6 

RHS = (4 *  1) mod 6 

RHS = 4 mod 6 

RHS = 4 

LHS = RHS = 4 

 

1.8.4  Exponentiation 

A^B  mod C = ( (A mod C)^B ) mod C 

 

 

 

Example 

 

 



1.9   CONGRUENCE MODULO  

 

This says that A is congruent to B modulo C  

 

 

 

 

 

 

 

 

 

 

 

 

 

1.10   MULTIPLICATIVE INVERSE S 

 

 



 

SOLVED EXAMPLES 

 

 



 

1.11 PRIME NUMBERS  

Prime numbers are the positive integers having only two factors, 1 and the integer itself  

For example,  

 Factors of 6 are 1,2,3 and 6, which are four factors in total.  

 But factors of 7 are only 1 and 7, totally two 

  Hence, 7 is a prime number but 6 is not, instead it is a composite number.  

**Always remember that 1 is neither prime nor composite  

 Another way of defining Prime Number is - It is a positive number or integer, which is not a 

product of any other two positive integers.  

1.11.1 Relative Prime Numbers 

The numbers óaô & óbô are said to be Relative Prime numbers if óaô & óbô does not have a 

common factor 

                    i.e.,   GCD(a, b)= 1 

       GCD ï Greatest Common Divisor  



For example,  

 Assume a=15 & b = 28  

 Factors of 15 are 1,3,5 

          Factors of 28 are 1,2,4,7,14 

 GCD  is the largest number that divides both of them.  

 In this case 1 is the common divisor 

          So GCD (15,28) = 1 ,Hence 15 & 28 are relatively Prime numbers 

Practice Problem: Find GCD of 36 and 60  

 

1.12 EULERS AND FERMATS THEOREM  

 

1.12.1 Eulerôs Totient Function 

Eulerôs Totient function is also known as PHI function (ű(n)) or ◖(n)  

 Eulerôs Totient function for any given number ónô is defined as the Total count of the 

numbers which are relatively Prime to ónô and are less than ónô. 

Example 1: 

               Assume ónô = 10 

                Consider the numbers which are lesser than n(in this case 10).Then the Relative 

Prime numbers for  10 are 1,3,7,9. 

Hence  ű(n)) or ◖(n) = 4 (Since Relative Prime for 10 is 1,3,7,9 ) (Total 4 Numbers).  

If the given number ônô is a Prime number then, ◖(p) = P-1 

 Example 2: 

 Consider n=7 (Since 7 is a prime number Eulerôs Totient function ű(7) = 7-1 = 6. 

 Example 3:       n=13.    Find ű(13). 

                              ű(13) = ? 

Example 4:         n= 11. Find ű(11). 

Example 5: (non prime number) 



                            n = 14. Find ű(14) = ? 

   Hint: Count of Relative Prime numbers for 14.  

Example 6: 

Determine ű(37) and ű(35).  

Because 37 is prime, all of the positive integers from 1 through 36 are relatively prime to 37.  

Thus ű(37) = 36.  

To determine ű(35), we list all of the positive integers less than 35 that are relatively prime to 

it: 

 1, 2, 3, 4, 6, 8, 9, 11, 12, 13, 16, 17, 18, 19, 22, 23, 24, 26, 27, 29, 31, 32, 33, 34.  

There are 24 numbers on the list, so ű(35) = 24. 

1.12.2 Eulerôs Theorem 

Euler's theorem states that for every a and n that are relatively prime: 

 

 

aű(n)  ſ 1 mod n 

ű(n)  is the totient function is defined as the number of positive integers less than n that are co 

prime to n.  (n>=1) 

ű(5)  ={ 1 2 3 4} 

Proof: 

aű(n)  ſ 1 mod n is true if n is prime, because in that case ű(n) = (n 1) and Fermat's theorem 

holds. However, it also holds for any integer n. Recall that ű(n) is the number of positive 

integers less than n that are relatively prime to n. Consider the set of such integers, labeled as 

follows: 

 

That is, each element xi of R is a unique positive integer less than n with 

gcd(xi , n) = 1. Now multiply each element by a, modulo n: 



 

The set S is a permutation of R, by the following line of reasoning: 

 1. Because a is relatively prime to n and xi is relatively prime to n, axi must also be relatively 

prime to n. Thus, all the members of S are integers that are less than n and that are relatively 

prime to n. 2. There are no duplicates in S. 

. If axi mod n = axj mod n then xi = xj 

Alternative form 

Eulerôs Theorem states that , If ópô & óqô are two prime numbers  such that p Í q & n =pq , 

Then ◖(n) ſ (p-1)*(q-1).  

Example 1: 

               Assume  ópô = 2  &  óqô = 5  

                               n = pq 

                                  = 2*5 

                                  = 10 

                   So ◖(10) ſ (2-1)*(5-1) 

                                  = 4  

 Example 2: 

         Consider p=7 & q= 11 , n= 7*11= 77 .Find ű(77). 

                               ű(77) ſ (7-1)*( 11-1) =6*10 =60 

 

 

1.12.3   Fermatôs Theorem 

Fermat's theorem states the following: If p is prime and a is a positive integer not divisible by 

p, then 

Proof: 

Proof: Consider the set of positive integers less than p:{1,2,..., p 1} and multiply each 

element by a, modulo p, to get the set X = {a mod p, 2a mod p, . . . (p 1)a mod p}. 



 None of the elements of X is equal to zero because p does not divide a. Furthermore no two 

of the integers in X are equal. To see this, assume that  

ja ſka(mod p) where 1 j < k p 1. Because a is relatively prime[5] to p, we can eliminate a 

from both sides of the equation ,resulting in: 

 jſ k(mode p). This last equality is impossible because j and k are both positive integers less 

than p. Therefore, we know that the (p 1) elements of X are all positive integers, with no two 

elements equal. We can conclude the X consists of the set of integers {1,2,..., p 1} in some 

order. Multiplying the numbers in both sets and taking the result mod p yields 

a x 2a x ... x (p 1) ſ  [(1 x 2 x ... x (p 1)](mode p) 

ap1(p 1)! ſ  (p 1)!(mod p) 

We can cancel the (p 1)! term because it is relatively prime to p 

 

 

 

An alternative form of Fermat's theorem is also useful: If p is prime and a is a positive 

integer, then 

 

 

 

 

 

 



Fermatôs Theorem/ Fermatôs Little Theorem States that if óPô is a Prime number and óaô is a 

Positive Integer which is not Divisible by óPô then 

                        aP-1 ſ 1 mod P 

 Example:  Let  a = 3 and P = 7 

                    aP-1 ſ1 mod P 

                    3 7-1 ſ 1 mod 7 ſ 36 mod 7 

                   (32)3mod 7 ſ (9 mod 7)3  

ſ (2 mod 7)3 

ſ23 mod 7   ſ 8 mod 7 =1 

 Hence proved. 

 

Key Points  

ǒ A prime number is an integer that can only be divided without remainder by positive and 

negative values of itself and 1. Prime numbers play a critical role both in number theory and 

in cryptography. 

 ǒ Two theorems that play important roles in public-key cryptography are Fermat's theorem 

and Euler's theorem. 

 ǒ An important requirement in a number of cryptographic algorithms is the ability to choose 

a large prime number. An area of ongoing research is the development of efficient algorithms 

for determining if a randomly chosen large integer is a prime number. 

 

Solved Examples 

Solve using  Fermats Theorem 

 If n is prime and x is a positive integer not divisible by n then 

x n-1 ſ1  mod n 

n- prime no. 

x- is not divisible by n 

 

x and n   ---- coprime 

 

 

 

 



Example 1: 

 

x= 3  n=5 

 

3 5-1  ſ 3 4  = 81 

 

81 = 1 mod 5 

 

Another form of fermats 

 

x n ſ x mod n 

 

Example 2: 

 

x= 3  n=5 

 

x n  = 3 5  =243 

 

243  ſ 3 mod 5 

 

Example 3: 

2 16 mod 17 

By fermats  

x n-1 = 1  mod n 

 

2  17-1  = 1 mod 17 

 

2 16 mod 17 = 1 

 

Example 4: 

 

7 61 mod 31 

x=7  n=31 

 

x n-1 = mod n 

 

7 31-1 = 1 mod 31 

7 30  mod 31  =1 

Now, 

7 61 = 7 (30x2) +1 



         = (7 30)2 . 7 1 

7 61 mod 31 = (7 30)2 . 7 1    mod 31 

[ (7 30)2  mod 31  x  7 1    mod 31] mod 31 

[ 1 x  7 1    mod 31] mod 31 

7 

REVIEW QUESTIONS: 

1. Prove Fermatôs Theorem .Consider a=2, P= 5  

i. aP-1 = 1 mod P 

2. Prove Fermatôs Theorem Using a=3, P= 7  

3. Solve  31-1mod 37 

4. Solve 5-1mod  96 

5. Solve 16 -1 mod 23 

6. Infer Eulers totient function 

7. Compare passive and active attack 

8. Interpret availability and authenticity 

9. Distinguish threat and attacks. 

10.  Interpret Confidentiality and Integrity 

11.  Prove congruence modulo using an example. 

12. Mention the types of active attacks. 

13.  State non repudiation. 

14. Determine ű(37) and ű(35).  

15. Explain computer security challenges. 

16. Elaborate about security attacks with neat diagrams 

17. Discuss the Key security concepts with the TRIAD diagram 

18. State and prove the Eulers and Fermats theorem using examples. 

19. With a neat sketch explain network security model. 
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UNIT - II   CRYPTOGRAPHY BASICS  

Syllabus: 

Terminologies ï Cryptography ï Classification: based on operation, number of keys used, 

Processing - Crypt analysis: Types - Classical Encryption - Substitution Cipher: Ceaser 

Cipher, Brute Force attack, Vignere Cipher, One time pad, Transposition Cipher: Rail fence 

Cipher, Simple row column Transfer, Play Fair Cipher, 2X2 Hill cipher - Stream cipher - 

Block Cipher - Modes of operation ï DES ï AES - RSA algorithm 

 

2.1 Terminologies of Cryptography: 

Cryptography 

The many schemes used for encryption constitute the area of study known as cryptography 

 

Crypt analysis 

Techniques used for deciphering a message without any knowledge of the enciphering details 

fall into the area of cryptanalysis. Cryptanalysis is what the layperson calls ñbreaking the 

code.ò 

 

Cryptology 

The areas of cryptography and cryptanalysis together are called cryptology 

 

Cipher 

Encryption scheme is known as a cryptographic system or a cipher 

 

Plain Text 

This is the original intelligible message or data that is fed into the algorithm as input. 

 

Cipher Text 

This is the scrambled message produced as output. It depends on the plaintext and the secret 

key. For a given message, two different keys will produce two different cipher texts. The 

cipher text is an apparently random stream of data and, as it stands, is unintelligible. 

 

Secret key 

The secret key is also input to the encryption algorithm. The key is a value independent of the 

plaintext and of the algorithm. The algorithm will produce a different output depending on 

the specific key being used at the time. The exact substitutions and transformations 

performed by the algorithm depend on the key. 

 

Encryption  

The process of converting from plaintext to cipher text 

 

Decryption 

The process of restoring the plaintext from the cipher text 

 

Enciphering Algorithm  

The encryption algorithm performs various substitutions and transformations on the plaintext 

Deciphering Algorithm  



This is essentially the encryption algorithm run in reverse. It takes the cipher text and the 

secret key and produces the original plaintext. 

 

Threat 

A potential for violation of security which exists when there is a circumstance, capability, 

action, or event, that could breach security and cause harm. That is, a threat is a possible 

danger that might exploit vulnerability. 

 

Attack  

An assault on system security that derives from an intelligent threat; that is, an intelligent act 

that is a deliberate attempt (especially in the sense of a method or technique) to evade 

security services and violate the security policy of a system. 

 

Security attack: Any action that compromises the security of information owned by an 

organization. 

 

Securi ty mechanism: A process (or a device incorporating such a process) that is designed 

to detect, prevent, or recover from a security attack. 

 

Security service: A processing or communication service that enhances the security of the 

data processing systems and the information transfers of an organization. The services are 

intended to counter security attacks, and they make use of one or more security mechanisms 

to provide the service. 

 

Principl es of Security 

Symmetric Cipher Model 

A symmetric encryption scheme has five ingredients. They are Plain Text, Encryption 

Algorithm, Secret Key, Decryption Algorithm, Cipher Text 

There are two requirements for secure use of conventional encryption: 

Å We need a strong encryption algorithm. At a minimum, we would like the algorithm to be 

such that an opponent who knows the algorithm and has access to one or more cipher 

texts would be unable to decipher the cipher text or figure out the key. 

Å Sender and receiver must have obtained copies of the secret key in a secure fashion and 

must keep the key secure. If someone can discover the key and knows the algorithm, all 

communication using this key is readable. 

 

 Fig. 2.1 Model of Symmetric Encryption 



 

Fig. 2.2 Model of Symmetric Cryptosystem 

Confidentiality:  This term covers two related concepts: 

Å Data confidentiality: Assures that private or confidential information is not made 

available or disclosed to unauthorized individuals. 

Å Privacy: Assures that individuals control or influence what information related to 

them may be collected and stored and by whom and to whom that information may be 

disclosed. 

Authentication: The assurance that the communicating entity is the one that it claims to be. 

Å Peer Entity Authentication: Used in association with a logical connection to provide 

confidence in the identity of the entities connected. 

Å Data-Origin Authentication: In a connectionless transfer, provides assurance that the 

source of received data is as claimed. 

Integrity:  This term covers two related concepts: 

Å Data integrity: Assures that information and programs are changed only in a specified 

and authorized manner. 

Å System integrity: Assures that a system performs its intended function in an 

unimpaired manner, free from deliberate or inadvertent unauthorized manipulation of 

the system. 

Non-repudiation 

Provides protection against denial by one of the entities involved in a communication of 

having participated in all or part of the communication.  

Å Nonrepudiation, Origin: Proof that the message was sent by the specified party 



Å Nonrepudiation, Destination: Proof that the message was received by the specified 

party 

 

Access Control 

The prevention of unauthorized use of a resource (i.e., this service controls who can have 

access to a resource, under what conditions access can occur, and what those accessing the 

resource are allowed to do). DATA 

 

Availability  

 Assures that systems work promptly and service is not denied to 

authorized users. 

 

2.2 Cryptography Classifications: 

 
2.3 Types of cryptanalysis: Cryptanalysis is the science of recovering the plaintext of a 

message without access to the key. Successful cryptanalysis may recover the plaintext or the 

key. The two basic categories of cryptanalysis are 1. Linear Cryptanalysis and 2. Differential 

cryptanalysis  

Linear Cryptanalysis: Linear cryptanalysis is a known plaintext attack, in which the 

attacker studies probabilistic linear relations known as linear approximations between parity 

bits of the plaintext, the Ciphertext and the secrete key. In this technique, the attacker obtains 

high probability approximations for the parity bit of the secrete key by analysing the parity 

bits of the known plaintexts and cipher texts. By use of several techniques such as the 

auxiliary technique, the attacker can extend the attack to find more bits of the secret key. 

Diff erential Cryptanalysis: Differential cryptanalysis can be described as a general form of 

cryptanalysis that is primarily applicable to block ciphers, cryptographic hash functions. In 

other words, it entails a careful analysis of how differences in information input can affect the 

resulting difference at the output. In block cipher, differential analysis can be described as a 

set of techniques for tracing differences through the network of transformation, discovering 

where the cipher exhibits what is known as non-random behaviour and exploiting such details 

to recover the secrete key (cryptography key). In the process, observing the desired output 

difference between the two chosen or unknown plaintext inputs suggests possible key values. 
 

 

 



2.4 Classical Encryption Techniques 

2.4.1 Substitution Cipher   

A substitution technique is one in which the letters of plaintext are replaced by other letters or 

by numbers or symbols. If the plaintext is viewed as a sequence of bits, then substitution 

involves replacing plaintext bit patterns with cipher text bit patterns. 

 

Caesar Cipher 

The earliest known use of a substitution cipher, and the simplest, was by Julius Caesar. The 

Caesar cipher involves replacing each letter of the alphabet with the letter standing three 

places further down the alphabet.  

 

For example, 

Plain text : meet     me    after        the      toga       party 

Cipher Text  : PHHW  PH   DIWHU    WKH   WRJD   SDUWB 

 

Note that the alphabet is wrapped around, so that the letter following Z is A. We can define 

the transformation by listing all possibilities, as follows: 

 

Plain Text: a b c d e f g h i j k l m n o p q r s t u v w x y z 

Cipher Text: D E F G H I J K L M N O P Q R S T U V W X Y Z A B C 

 

Let us assign a numerical equivalent to each letter: 

A b c d e F g h i j  k l m 

0 1 2 3 4 5 6 7 8 9 10 11 12 

N o p q r  s t u v w x y z 

13 14 15 16 17 18 19 20 21 22 23 24 25 

 

Then the algorithm can be expressed as follows. 

For each plaintext letter p, substitute the cipher text letter C 

C = E(3, p) = (p + 3) mod 26 

 

A shift may be of any amount, so that the general Caesar algorithm is 

C = E(k, p) = (p + k) mod 26 

where k takes on a value in the range 1 to 25.  

 

The decryption algorithm is simply 

p = D(k, C) = (C k) mod 26 

If it is known that a given cipher text is a Caesar cipher, then a brute-force cryptanalysis is 

easily performed: Simply try all the 25 possible keys. 

 

Three important characteristics of this problem enabled us to use a brute-force cryptanalysis: 

Å The encryption and decryption algorithms are known. 

Å There are only 25 keys to try. 

Å The language of the plaintext is known and easily recognizable. 



 

Play Fair Cipher  

The best-known multiple-letter encryption cipher is the Play fair, which treats digrams in the 

plaintext as single units and translates these units into cipher text digrams. The Play fair 

algorithm is based on the use of a 5 x 5 matrix of letters constructed using a keyword. 

 

M O N A R 

C H Y B D 

E F G I/J K 

L P Q S T 

U V W X Z 

 

 

In this case, the keyword is monarchy.  

 

The matrix is constructed by filling in the letters of the keyword (minus duplicates) from left 

to right  and from top to bottom, and then filling in the remainder of the matrix with the 

remaining letters in alphabetic order. The letters I and J count as one letter. 

 

Plaintext is encrypted two letters at a time, according to the following rules: 

 

Å Repeating plaintext letters that are in the same pair are separated with a filler letter, 

such as x, so that balloon would be treated as ba lx lo on 

Å Two plaintext letters that fall in the same row of the matrix are each replaced by the 

letter to the right, with the first element of the row circularly following the last. For 

example, ar is encrypted as RM 

Å Two plaintext letters that fall in the same column are each replaced by the letter 

beneath, with the top element of the column circularly following the last. For 

example, mu is encrypted as CM  

Å Otherwise, each plaintext letter in a pair is replaced by the letter that lies in its own 

row and the column occupied by the other plaintext letter. Thus, hs becomes BP and 

ea becomes IM (or JM, as the encipherer wishes) 

 

Hill cipher  

Another interesting multi-letter cipher is the Hill cipher, developed by the mathematician 

Lester Hill in 1929. The encryption algorithm takes m successive plaintext letters and 

substitutes for them m cipher text letters.  

 

The substitution is determined by m linear equations in which each character is assigned a 

numerical value (a = 0, b = 1 ... z = 25). 

For m = 3, the system can be described as follows: 

 

c1 = (k11P1 + k12P2 + k13P3) mod 26 

c2 = (k21P1 + k22P2 + k23P3) mod 26 

c3 = (k31P1 + k32P2 + k33P3) mod 26 

 



This can be expressed in term of column vectors and matrices: 
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Or 

 

C = PK mod 26 

where C and P are column vectors of length 3, representing the plaintext and cipher text, and 

K is a 3 x 3 matrix, representing the encryption key. Operations are performed in mod 26. 

 

P = D(K, C) = CK-1 mod 26 = PKK-1 = P 

 

One Time Pad  

An Army Signal Corp officer, Joseph Mauborgne suggested using a random key that is as 

long as the message, so that the key need not be repeated. In addition, the key is to be used 

to encrypt and decrypt a single message, and then is discarded. Each new message requires a 

new key of the same length as the new message. Such a scheme, known as a one-time pad, is 

unbreakable.  

 

It produces random output that bears no statistical relationship to the plaintext. Because the 

cipher text contains no information whatsoever about the plaintext, there is simply no way to 

break the code. 

 

An example should illustrate our point. Suppose that we are using a 27 characters in which 

the twenty-seventh character is the space character, but with a one-time key that is as long as 

the message.  

 

Consider the  

cipher text : ANKYODKYUREPFJBYOJDSPLREY IUNOFDOIUERFPLUYTS  

We now show two different decryptions using two different keys: 

 

key 1: pxlmvmsydofuyrvzwc tnlebnecvgdupahfzzlmnyih 

plain text: mr mustard with the candlestick in the hall 

key 2: mfugpmiydgaxgoufhklllmhsqdqogtewbqfgyovuhwt 

plain text: miss scarlet with the knife in the library  

 

If the actual key were produced in a truly random fashion, then the cryptanalyst cannot say 

that one of these two keys is more likely than the other. Thus, there is no way to decide which 

key is correct and therefore which plaintext is correct. Therefore, the code is unbreakable. 

 

2.4.2 Transposition Cipher  

A kind of mapping is achieved by performing some sort of permutation on the plaintext 

letters. This technique is referred to as a transposition cipher. 

 



Rail Fence Technique 

The simplest transposition cipher is the rail fence technique, in which the plaintext is written 

down as a sequence of diagonals and then read off as a sequence of rows.  

 

For example,  

to encipher the message "meet me after the toga party" with a rail fence of depth 2, we 

write the following: 

 m    e    m    a    t    r    h    t    g    p    r    y 

                              e    t      e      f    e    t     e    o     a     a    t 

 

The encrypted message is ñMEMATRHTGPRYETEFETEOAATò 

 

Simple Columnar Technique 

A more complex scheme is to write the message in a rectangle, row by row, and read the 

message off, column by column, but permute the order of the columns. The order of the 

columns then becomes the key to the algorithm.  

For example, 

Key: 3 4 2 1 5 6 7 

Plaintext: a t t a c k p o s t p o n e d u n t i l t w o a m x y z 

 

                  7654321  
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Cipher text: TTNAAPTMTSUOAODWCOIXKNLYPETZ  

 

A pure transposition cipher is easily recognized because it has the same letter frequencies as 

the original plaintext.  

 

For the type of columnar transposition just shown, cryptanalysis is fairly straightforward and 

involves laying out the cipher text in a matrix and playing around with column positions. 

Digram and trigram frequency tables can be useful. 

 

The transposition cipher can be made significantly more secure by performing more than one 

stage of transposition. The result is a more complex permutation that is not easily 

reconstructed. 

Thus, if the foregoing message is re-encrypted using the same algorithm, 

 

Key: 3 4 2 1 5 6 7 

 

                  7654321  
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Cipher text: NSCYAUOPTTWLTTDNPOIETAXTMOKZ  

 

2.5 Comparison of Stream Ciphers and Block Ciphers  

 

A stream cipher is one that encrypts a digital data stream one bit or one byte at a time. 

Examples of classical stream ciphers are the autokeyed Vigenère cipher and the Vernam 

cipher.  

 

In the ideal case, a one-time pad version of the Vernam cipher would be used, in which the 

keystream is as long as the plaintext bit stream. If the cryptographic keystream is random, 

then this cipher is unbreakable by any means other than acquiring the keystream. However, 

the keystream must be provided to both users in advance via some independent and secure 

channel. This introduces insurmountable logistical problems if the intended data traffic is 

very large.  

Accordingly, for practical reasons, the bit-stream generator must be implemented as an 

algorithmic procedure, so that the cryptographic bit stream can be produced by both users. In 

this approach, the bit-stream generator is a key-controlled algorithm and must produce a bit 

stream that is cryptographically strong. Now, the two users need only share the generating 

key, and each can produce the keystream. 

 
Fig.2.1 Stream Cipher using algorithmic bit-stream generator 

 

A block cipher is an encryption/decryption scheme in which a block of plaintext is treated as 

a whole and used to produce a cipher text block of equal length. Typically, a block size of 64 

or 128 bits is used. In general, they seem applicable to a broader range of applications than 

stream ciphers. The vast majority of network-based symmetric cryptographic applications 

make use of block ciphers. 



 
Fig.2.2 Block Cipher 

Feistel Block Cipher 

Feistel proposed that we can approximate the ideal block cipher by utilizing the concept of a 

product cipher, which is the execution of two or more simple ciphers in sequence in such a 

way that the final result or product is cryptographically stronger than any of the component 

ciphers The essence of the approach is to develop a block cipher with a key length of k bits 

and a block length of bits, allowing a total of 987possible transformations, rather than the ! 

transformations available with the ideal block cipher. 

In particular, Feistel proposed the use of a cipher that alternates substitutions and 

permutations, where these terms are defined as follows: 

Å Substitution: Each plaintext element or group of elements is uniquely replaced by a 

corresponding ciphertext element or group of elements. 

Å Permutation: A sequence of plaintext elements is replaced by a permutation of that 

sequence. That is, no elements are added or deleted or replaced in the sequence, rather the 

order in which the elements appear in the sequence is changed.  

 

In fact, Feistelôs is a practical application of a proposal by Claude Shannon to develop a 

product cipher that alternates confusion and diffusion functions. 

 

Diffusion: A cryptographic technique that seeks to obscure the statistical structure of the 

plaintext by spreading out the influence of each individual plaintext digit over many cipher 

text digits. 

 

Confusion: A cryptographic technique that seeks to make the relationship between the 

statistics of the cipher text and the value of the encryption key as complex as possible. This is 

achieved by the use of a complex scrambling algorithm that depends on the key and the input. 

 

Figure 2.3 depicts the structure proposed by Feistel. The inputs to the encryption algorithm 

are a plaintext block of length 2w bits and a key.The plaintext block is divided into two 

halves L0 and R0. The two halves of the data pass through rounds of processing and then 

combine to produce the ciphertext block. Each round i has as inputs Li-1 and Ri-1 derived from 

the previous round, as well as a subkey Ki derived from the overall K. In general, the subkeys 

K i are different from K and from each other. In Figure 2.3, 16 rounds are used, although any 

number of rounds could be implemented. 

 

All rounds have the same structure. A substitution is performed on the left half of the data. 

This is done by applying a round function F to the right half of the data and then taking the 

exclusive-OR of the output of that function and the left half of the data. The round function 

has the same general structure for each round but is parameterized by the round subkey Ki . 

Another way to express this is to say that F is a function of right-half block of w bits and a 



subkey of y bits, which produces an output value of length w bits: F(REi, Ki+1). Following 

this substitution, a 

 

 

 
Fig.2.3 Feistel Encryption and Decryption 

 

The exact realization of a Feistel network depends on the choice of the following 

parameters and design features: 

Å Block size: Larger block sizes mean greater security (all other things being equal) but 

reduced encryption/decryption speed for a given algorithm. The greater security is achieved 

by greater diffusion. Traditionally, a block size of 64 bits has been considered a reasonable 



trade off and was nearly universal in block cipher design. However, the new AES uses a 128-

bit block size. 

Å Key size: Larger key size means greater security but may decrease encryption/ decryption 

speed. The greater security is achieved by greater resistance to brute-force attacks and greater 

confusion. Key sizes of 64 bits or less are now widely considered to be inadequate, and 128 

bits has become a common size. 

Å Number of rounds: The essence of the Feistel cipher is that a single round offers 

inadequate security but that multiple rounds offer increasing security. A typical size is 16 

rounds. 

Å Subkey generation algorithm: Greater complexity in this algorithm should lead to greater 

difficulty of cryptanalysis. 

Å Round function F: Again, greater complexity generally means greater resistance to 

cryptanalysis. 

 

There are two other considerations in the design of a Feistel cipher: 

Å Fast software encryption/decryption: In many cases, encryption is embedded in 

applications or utility functions in such a way as to preclude a hardware implementation. 

Accordingly, the speed of execution of the algorithm becomes a concern. 

Å Ease of analysis: Although we would like to make our algorithm as difficult as possible to 

cryptanalyze, there is great benefit in making the algorithm easy to analyze. That is, if the 

algorithm can be concisely and clearly explained, it is easier to analyze that algorithm for 

cryptanalytic vulnerabilities and therefore develop a higher level of assurance as to its 

strength. DES, for example, does not have an easily analyzed functionality. 

 

2.5.1 Block Cipher Modes of Operation 

When multiple blocks of plaintext are encrypted using the same key, a number of security 

issues arise. To apply a block cipher in a variety of applications, five modes of operation have 

been defined by NIST. In essence, a mode of operation is a technique for enhancing the effect 

of a cryptographic algorithm or adapting the algorithm for an application, such as applying a 

block cipher to a sequence of data blocks or a data stream. 

 

(i) Electronic Code Book (ECB) Mode 

This mode is a most straightforward way of processing a series of sequentially listed message 

blocks. 

Operation 

¶ The user takes the first block of plaintext and encrypts it with the key to produce the 

first block of cipher text. 

¶ He then takes the second block of plaintext and follows the same process with same 

key and so on so forth. 

The ECB mode is deterministic, that is, if plaintext block P1, P2,é, Pm are encrypted twice 

under the same key, the output cipher text blocks will be the same. 

In fact, for a given key technically we can create a codebook of cipher texts for all possible 

plaintext blocks. Encryption would then entail only looking up for required plaintext and 

select the corresponding cipher text. Thus, the operation is analogous to the assignment of 

code words in a codebook, and hence gets an official name: Electronic Codebook mode of 

operation (ECB). It is illustrated as follows: 

 



 

 
 

Fig.2.4 ECB - Encryption and Decryption 

(ii)  Cipher Block Chaining (CBC) Mode 

CBC mode of operation provides message dependence for generating ciphertext and makes 

the system non-deterministic. 

Operation 

The operation of CBC mode is depicted in the following illustration. The steps are as follows: 

¶ Load the n-bit Initialization Vector (IV) in the top register 

¶ XOR the n-bit plaintext block with data value in top register 

¶ Encrypt the result of XOR operation with underlying block cipher with key K. 

¶ Feed cipher text block into top register and continue the operation till all plaintext 

blocks are processed 

¶ For decryption, IV data is XORed with first cipher text block decrypted. The first 

cipher text block is also fed into to register replacing IV for decrypting next cipher 

text block 

 

 

 

 



 

 
 

Fig.2.5 CBC - Encryption and Decryption 

 

 

(iii)  Cipher Feedback (CFB) Mode 

In this mode, each ciphertext block gets ófed backô into the encryption process in order to 

encrypt the next plaintext block. 

Operation 

The operation of CFB mode is depicted in the following illustration. For example, in the 

present system, a message block has a size ósô bits where 1 < s < n. The CFB mode requires 

an initialization vector (IV) as the initial random n-bit input block. The IV need not be secret. 

Steps of operation are: 

¶ Load the IV in the top register 

¶ Encrypt the data value in top register with underlying block cipher with key K 

¶ Take only ósô number of most significant bits (left bits) of output of encryption 

process and XOR them with ósô bit plaintext message block to generate cipher text 

block 

¶ Feed cipher text block into top register by shifting already present data to the left and 

continue the operation till all plaintext blocks are processed 

¶ Essentially, the previous cipher text block is encrypted with the key, and then the 

result is XORed to the current plaintext block 

¶ Similar steps are followed for decryption. Pre-decided IV is initially loaded at the start 

of decryption 

 

 



 

 

 
Fig.2.6 CFB - Encryption and Decryption 

 

(iv) Output Feedback (OFB) Mode 

It involves feeding the successive output blocks from the underlying block cipher back to it. 

These feedback blocks provide string of bits to feed the encryption algorithm which act as the 

key-stream generator as in case of CFB mode. 

 

The key stream generated is XOR-ed with the plaintext blocks. The OFB mode requires an 

IV as the initial random n-bit input block. The IV need not be secret. 

 

The operation is depicted in the following illustration: 

 

 


