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Sequence analysis 

In bioinformatics, sequence analysis is the process of subjecting a DNA, RNA or peptide 

sequence to any of a wide range of analytical methods to understand its features, function, 

structure, or evolution. Methodologies used include sequence alignment, searches 

against biological databases, and others. Since the development of methods of high-throughput 

production of gene and protein sequences, the rate of addition of new sequences to the databases 

increased exponentially. Such a collection of sequences does not, by itself, increase the scientist's 

understanding of the biology of organisms. However, comparing these new sequences to those 

with known functions is a key way of understanding the biology of an organism from which the 

new sequence comes. Thus, sequence analysis can be used to assign function to genes and 

proteins by the study of the similarities between the compared sequences. Nowadays, there are 

many tools and techniques that provide the sequence comparisons (sequence alignment) and 

analyze the alignment product to understand its biology. 

Sequence analysis in molecular biology includes a very wide range of relevant topics: 

¶ The comparison of sequences in order to find similarity, often to infer if they are 

related (homologous) 

¶ Identification of intrinsic features of the sequence such as active sites, post 

translational modification sites, gene-structures, reading frames, distributions 

of introns and exons and regulatory elements 

¶ Identification of sequence differences and variations such as point 

mutations and single nucleotide polymorphism (SNP) in order to get the genetic 

marker. 

¶ Revealing the evolution and genetic diversity of sequences and organisms 

¶ Identification of molecular structure from sequence alone 

In chemistry, sequence analysis comprises techniques used to determine the sequence of 

a polymer formed of several monomers (see Sequence analysis of synthetic polymers). 

In molecular biology and genetics, the same process is called simply "sequencing". 
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In marketing, sequence analysis is often used in analytical customer relationship 

management applications, such as NPTB models (Next Product to Buy). 

In sociology, sequence methods are increasingly used to study life-course and career 

trajectories, patterns of organizational and national development, conversation and interaction 

structure, and the problem of work/family synchrony. This body of research has given rise to the 

emerging subfield of social sequence analysis. 

The term "sequence analysis" in biology implies subjecting a DNA or peptide sequence 

to sequence alignment, sequence databases, repeated sequence searches, or other bioinformatics 

methods on a computer.  Since the development of methods of high-throughput production of 

gene and protein sequences during the 90s, the rate of addition of new sequences to the databases 

increases continuously. Such a collection of sequences does not, by itself, increase the scientist's 

understanding of the biology of organisms. However, comparing sequences with known 

functions with these new sequences is one way of understanding the biology of that organism 

from which the new sequence comes. Thus, sequence analysis can be used to assign function to 

genes and proteins by the study of the similarities between the compared sequences. Nowadays 

there are many tools and techniques that provide the sequence comparisons (sequence alignment) 

and analyze the alignment product to understand the biology. 

Sequence analysis in molecular biology and bioinformatics is an automated, computer-based 

examination of characteristic fragments, e.g. of a DNA strand. It basically includes 

1. The comparison of sequences in order to find similarity and dissimilarity in compared 

sequences (sequence alignment)  

2. Identification of gene-structures, reading frames, distributions of introns and exons and 

regulatory elements  

3. Finding and comparing point mutations or the single nucleotide polymorphism (SNP) in 

organism in order to get the genetic marker.  

4. Revealing the evolution and genetic diversity of organisms.  

5. Function annotation of genes.  
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6. The comparison of sequences in order to find similarity, often to infer if they are related 

(homologous) 

7. Identification of intrinsic features of the sequence such as active sites, post translational 

modification sites, gene-structures, reading frames, distributions 

of introns and exons and regulatory elements 

8. Identification of sequence differences and variations such as point mutations and single 

nucleotide polymorphism (SNP) in order to get the genetic marker. 

9. Revealing the evolution and genetic diversity of sequences and organisms 

10. Identification of molecular structure from sequence alone 

 

Methodology 

For sequence analysis, alignment method is composed of pairwise alignment (align with 

two sequences) and multiple alignment (align with more than two sequence). There are several 

tools for alignment, including: ClustalW, PROBCONS, MUSCLE, MAFFT, DIALIGN , T-

Coffee, POA, and MANGO. 

In bioinformatics, a sequence alignment is a way of arranging the sequences of DNA, 

RNA, or protein to identify regions of similarity that may be a consequence of functional, 

structural, or evolutionary relationships between the sequences. Aligned sequences of nucleotide 

or amino acid residues are typically represented as rows within a matrix.  Gaps are inserted 

between the residues so that identical or similar characters are aligned in successive columns.  

Interpretation  

If two sequences in an alignment share a common ancestor, mismatches can be 

interpreted as point mutations and gaps as indels (that is, insertion or deletion mutations) 

introduced in one or both lineages in the time since they diverged from one another.  In sequence 

alignments of proteins, the degree of similarity between amino acids occupying a particular 

position in the sequence can be interpreted as a rough measure of how conserved a particular 

region or sequence motif is among lineages. The absence of substitutions, or the presence of only 
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very conservative substitutions (that is, the substitution of amino acids whose side chains have 

similar biochemical properties) in a particular region of the sequence, suggest 
[3]

 that this region 

has structural or functional importance. Although DNA and RNA nucleotide bases are more 

similar to each other than are amino acids, the conservation of base pairs can indicate a similar 

functional or structural role. 

Alignment methods 

Very short or very similar sequences can be aligned by hand.  However, most interesting 

problems require the alignment of lengthy, highly variable or extremely numerous sequences that 

cannot be aligned solely by human effort. Instead, human knowledge is applied in constructing 

algorithms to produce high-quality sequence alignments, and occasionally in adjusting the final 

results to reflect patterns that are difficult to represent algorithmically (especially in the case of 

nucleotide sequences).  

Computational approaches to sequence alignment generally fall into two categories: 

global alignments and local alignments. Calculating a global alignment is a form of global 

optimization that "forces" the alignment to span the entire length of all query sequences. By 

contrast, local alignments identify regions of similarity within long sequences that are often 

widely divergent overall. Local alignments are often preferable, but can be more difficult to 

calculate because of the additional challenge of identifying the regions of similarity.  

A variety of computational algorithms have been applied to the sequence alignment 

problem, including slow but formally optimizing methods like dynamic programming, and 

efficient, but not as thorough heuristic algorithms or probabilistic methods designed for large-

scale database search 

Global alignment 

The alignment attempts to match them to each other from end to end, even though parts of the 

alignment are not very convincing and is based on the assumption that in an alignment the two 

proteins are basically similar over the entire length of one another.  
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A tiny example:  

        LGPSTKDFGKISESREFDN 

        |      ||||    |  

        LNQLERSFGKINMRLEDA 

Local alignment 

An alignment that searches for segments of the two sequences that match well. There is no 

attempt to force entire sequences into an alignment, just those parts that appear to have good 

similarity, according to some criterion. Using the same sequences as above, one could get:  

        ----------FGKI---------- 

                  |||| 

        ----------FGKI---------- 

It may seem that one should always use local alignments. However, it may be difficult to 

spot an overall similary, as opposed to just a domain-to-domain similarity, if one uses only local 

alignment. So global alignment is useful in some cases. 

Global alignments, which attempt to align every residue in every sequence, are most 

useful when the sequences in the query set are similar and of roughly equal size. (This does not 

mean global alignments cannot end in gaps.) A general global alignment technique is the 

Needleman-Wunsch algorithm, which is based on dynamic programming.  

Local alignments are more useful for dissimilar sequences that are suspected to contain 

regions of similarity or similar sequence motifs within their larger sequence context. The Smith-

Waterman algorithm is a general local alignment method also based on dynamic programming. 

With sufficiently similar sequences, there is no difference between local and global alignments. 

Pairwise alignment 

Pairwise sequence alignment methods are used to find the best-matching piecewise 

(local) or global alignments of two query sequences. Pairwise alignments can only be used 

between two sequences at a time, but they are efficient to calculate and are often used for 
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methods that do not require extreme precision (such as searching a database for sequences with 

high similarity to a query).  

The three primary methods of producing pairwise alignments are dot-matrix methods, 

dynamic programming, and word methods; however, multiple sequence alignment techniques 

can also align pairs of sequences. Although each method has its individual strengths and 

weaknesses, all three pairwise methods have difficulty with highly repetitive sequences of low 

information content - especially where the number of repetitions differ in the two sequences to 

be aligned. One way of quantifying the utility of a given pairwise alignment is the 'maximum 

unique match', or the longest subsequence that occurs in both query sequence. 

Dot-matrix methods  

A dot plot (aka contact plot or residue contact map) is a graphical method that allows the 

comparison of two biological sequences and identify regions of close similarity between them. It 

is a kind of recurrence plot.  The dot-matrix approach, which implicitly produces a family of 

alignments for individual sequence regions, is qualitative and conceptually simple, though time-

consuming to analyze on a large scale. In the absence of noise, it can be easy to visually identify 

certain sequence featuresðsuch as insertions, deletions, repeats, or inverted repeatsðfrom a dot-

matrix plot. To construct a dot-matrix plot, the two sequences are written along the top row and 

leftmost column of a two-dimensional matrix and a dot is placed at any point where the 

characters in the appropriate columns matchðthis is a typical recurrence plot. Some 

implementations vary the size or intensity of the dot depending on the degree of similarity of the 

two characters, to accommodate conservative substitutions. The dot plots of very closely related 

sequences will appear as a single line along the matrix's main diagonal. 

Dot plots can also be used to assess repetitiveness in a single sequence. A sequence can 

be plotted against itself and regions that share significant similarities will appear as lines off the 

main diagonal. This effect can occur when a protein consists of multiple similar structural 

domains. 

Dynamic programming 
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The technique of dynamic programming can be applied to produce global alignments via 

the Needleman-Wunsch algorithm, and local alignments via the Smith-Waterman algorithm. In 

typical usage, protein alignments use a substitution matrix to assign scores to amino-acid 

matches or mismatches, and a gap penalty for matching an amino acid in one sequence to a gap 

in the other. DNA and RNA alignments may use a scoring matrix, but in practice often simply 

assign a positive match score, a negative mismatch score, and a negative gap penalty. 

Dynamic programming can be useful in aligning nucleotide to protein sequences, a task 

complicated by the need to take into account frameshift mutations (usually insertions or 

deletions). The framesearch method produces a series of global or local pairwise alignments 

between a query nucleotide sequence and a search set of protein sequences, or vice versa. The 

dynamic programming method is guaranteed to find an optimal alignment given a particular 

scoring function; however, identifying a good scoring function is often an empirical rather than a 

theoretical matter. Although dynamic programming is extensible to more than two sequences, it 

is prohibitively slow for large numbers of or extremely long sequences. 

The NeedlemanïWunsch algorithm performs a global alignment on two sequences 

(called A and B here). It is commonly used in bioinformatics to align protein or nucleotide 

sequences. The algorithm was published in 1970 by Saul B. Needleman and Christian D. 

Wunsch.  The NeedlemanïWunsch algorithm is an example of dynamic programming, and was 

the first application of dynamic programming to biological sequence comparison. 

The Smith-Waterman algorithm is a well-known algorithm for performing local sequence 

alignment; that is, for determining similar regions between two nucleotide or protein sequences. 

Instead of looking at the total sequence, the Smith-Waterman algorithm compares segments of 

all possible lengths and optimizes the similarity measure. 

GAPS 

Gap penalty values are designed to reduce the score when a sequence alignment has been 

disturbed by indels. Typically the central elements used to measure the score of an alignment 

have been matches, mismatches and spaces. Another important element to measure alignment 

scores are gaps. A gap is a consecutive run of spaces in an alignment and are used to create 
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alignments that are better conformed to underlying biological models and more closely fit 

patterns that one expects to find in meaningful alignments. Gaps are represented as dashes on a 

protein/DNA sequence alignment. The length of a gap is scored by the number of indels 

(insertions/deletions) in the sequence alignment. In protein and DNA sequence matching, two 

sequences are aligned to determine if they have a segment each that is significantly similar. A 

local alignment score is assigned according to the quality of the matches in the alignment 

subtracted by penalties for gaps present within the alignment. The best gap costs to use with a 

given substitution matrix are determined empirically. Gap penalties are used with local 

alignment that match a contiguous sub-sequence of the first sequence with a contiguous sub-

sequence of the second sequence. When comparing proteins, one uses a similarity matrix which 

assigns a score to each possible residue. The score should be positive for similar residues and 

negative for dissimilar residues pair.  

Gap penalties are used during sequence alignment. Gap penalties contribute to the overall 

score of alignments, and therefore, the size of the gap penalty relative to the entries in the 

similarity matrix affects the alignment that is finally selected. Selecting a higher gap penalty will 

cause less favourable characters to be aligned, to avoid creating as many gaps. Gaps are usually 

penalized using a linear gap function that assigns an initial penalty for a gap opening, and an 

additional penalty for gap extensions which increase the gap length. 

Linear gap penalty 

Linear gap penalties have only parameter, d, which is a penalty per unit length of gap. This is 

almost always negative, so that the alignment with fewer gaps is favoured over the alignment 

with more gaps. Under a linear gap penalty, the overall penalty for one large gap is the same as 

for many small gaps. 

Affine gap penalty 

Some sequences are more likely to have a large gap, rather than many small gaps. For example, a 

biological sequence is much more likely to have one big gap of length 10, due to a single 

insertion or deletion event, than it is to have 10 small gaps of length 1. Affine gap penalties use a 

gap opening penalty, o, and a gap extension penalty, e. A gap of length l is then given a penalty o 

http://en.wikipedia.org/wiki/Sequence_alignment
http://en.wikipedia.org/wiki/Similarity_matrix
http://en.wikipedia.org/wiki/Gene_insertion
http://en.wikipedia.org/wiki/Genetic_deletion


+ (l-1)e. So that gaps are discouraged, o is almost always negative. Because a few large gaps are 

better than many small gaps, e, though negative, is almost always less negative than o, so as to 

encourage gap extension, rather than gap introduction. 

Scoring Matrices 

An amino acid scoring matrix is a two-dimensional array that associates a score with any 

specified pair of amino acids. A substitution or scoring matrix is used to evaluate possible 

matches and to choose the best match between possible matches and to choose the best match 

between two sequences. 

In bioinformatics and evolutionary biology, a substitution matrix either describes the rate at 

which a character in a nucleotide sequence or a protein sequence changes to other character 

states over evolutionary time or it describes the log odds of finding two specific character states 

aligned. It is an application of a stochastic matrix. Substitution matrices are usually seen in the 

context of amino acid or DNA sequence alignments, where the similarity between sequences 

depends on their divergence time and the substitution rates as represented in the matrix. 

Scoring matrices are used in three major applications in protein studies. 

¶ They are used in searches of databases to detect sequences with stretches of similarity.  

¶ They are essential for the generation of alignments of two or more sequences.  

¶ They form the basis of distance measures used in one type of phylogenetic tree building.  

Introduction  

It is assumed that the sequences being sought have an evolutionary ancestral sequence in 

common with the query sequence. The best guess at the actual path of evolution is the path that 

requires the fewest evolutionary events. All substitutions are not equally likely and should be 

weighted to account for this. Insertions and deletions are less likely than substitutions and should 

be weighted to account for this. It is necessary to consider that the choice of search algorithm 

influences the sensitivity and selectivity of the search. The choice of similarity matrix determines 
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both the pattern and the extent of substitutions in the sequences the database search is most likely 

to discover. 

There have been extensive studies looking at the frequencies in which amino acids 

substituted for each other during evolution. The studies involved carefully aligning all of the 

proteins in several families of proteins and then constructing phylogenetic trees for each family. 

Each phylogenetic tree can then be examined for the substitutions found on each branch. This 

can then be used to produce tables (scoring matrices) of the relative frequencies with which 

amino acids replace each other over a short evolutionary period. Thus a substitution matrix 

describes the likelihood that two residue types would mutate to each other in evolutionary time. 

A substitution is more likely to occur between amino acids with similar biochemical 

properties. For example the hydrophobic amino acids Isoleucine(I) and valine(V) get a positive 

score on matrices adding weight to the likeliness that one will substitute for another. While the 

hydrophobic amino acid isoleucine has a negative score with the hydrophilic amino acid 

cystine(C) as the likeliness of this substitution occurring in the protein is far less. Thus matrices 

are used to estimate how well two residues of given types would match if they were aligned in a 

sequence alignment. 

Importance of scoring matrices 

¶ Scoring matrices appear in all analysis involving sequence comparison.  

¶ The choice of matrix can strongly influence the outcome of the analysis.  

¶ Scoring matrices implicitly represent a particular theory of evolution.  



¶ Understanding theories underlying a given scoring matrix can aid in making proper 

choice.  

DNA  

 

 

Identity Matrix (Unitary Matrix)  

Here a you only get a positive score for a match, and a score of -10000 for a mismatch. As such a 

high penalty is given for a mismatch, no substitution should be allowed, although a gap may be 

permitted 

 

 

 



 

It may work well for nucleic acid alignments but is inadequate for amino acid alignments.  

 

Using this matrix for scoring protein alignments would mean ignoring protein structure and 

evolution.  

Therefore, we needed improvements in the scoring methods by taking into account the likelihood 

of a certain change: this gave rise to various alternatives to the unitary scoring matrix. 

 

To overcome the shortcomings of the unitary matrix, alternatives were devised.  

1. One of the earliest suggestions: Matrices based on the minimum no. of bases that must be 

changed to convert a codon for one amino acid into a codon for another amino acid. This 

is called the minimum mutation distance matrix. Better at identifying distant relationships 

among protein sequences than unitary matrix.  

Shortcoming: though it incorporates the process of mutation but ignores the 

processes of selection that determine the mutations which will survive in a population. 

2. Matrices based on selected physical, chemical or structural properties shared & not 

shared by different pairs of amino acids. 

3. Matrices based on a combination of structural features of amino acids and genetic code Å 
A problem with this approach is the inability to balance the contribution of the different 

properties to the positive selection of mutation and the ignoring of the different rates at 

which the different mutations are generated. 

 

Therefore  

It is important to keep the following considerations in mind while coming up with a scoring 

matrix:  

¶ Metric of similarity between amino acid pairs  

¶ Choice of scoring matrix in itself  

¶ How a scoring matrix is chosen  

¶ What model forms the basis for the construction of a specific scoring matrix. 



 

 

 

 

 

 



Types of matrices 

F PAM (Dayhoff) 

F BLOSSUM (Henikoff) 

PAM (Point Accepted Mutation) matrix  

Amino acid scoring matrices are traditionally PAM (Point Accepted Mutation) matrices 

which refer to various degrees of sensitivity depending on the evolutionary distance between 

sequence pairs. In this manner PAM40 is most sensitive for sequences 40 PAMs apart. PAM250 

is for more distantly related sequences and is considered a good general matrix for protein 

database searching. For nucleotide sequence searching a simpler approach is used which either 

convert a PAM40 matrix into match/mismatch values which takes into consideration that a 

purine may be replaced by a purine and a pyrimidine by a pyrimidine. 

 e.g. The PAM 250 matrix 

This is appropriate for searching for alignments of sequence that have diverged by 250 PAMs, 

250 mutations per 100 amino acids of sequence. Because of back mutations and silent mutations 

this corresponds to sequences that are about 20 percent identical. 

 

PAM Substitution matrices 
 

¶ Closely related protein alignment 

¶ 1 PAM = 1% change 

¶ Log Odds: natural log of target frequency/background frequency 

¶ PAM 120: closely related proteins 

¶ PAM 120: closely related proteins 

 

BLOSSUM (Blocks Substitution Matrix)  

The BLOSUM matrices, also used for protein database search scoring (the default in 

BLASTp), are divided into statistical significance degrees which, in a way, are reminiscent of 

PAM distances. For example, BLOSUM64 is roughly equivalent to PAM 120. BLOSSUM 



Blocks Substitution Matrix). BLOSSUM matrices are most sensitive for local alignment of 

related sequences. The BLOSUM matrices are therefore ideal when tying to identify an unknown 

nucleotide sequence.  

e.g. Blosum 45 Matrix 

 
¶ Distantly related protein alignment 

¶ Functional Motifs 

¶ maximum % sequence identity that still contributes independently to model 

¶ BLOSUM 90: closely related proteins 

¶ BLOSUM 30: highly divergent proteins 

 

Differences between PAM and BLOSSUM 

¶ PAM matrices are based on an explicit evolutionary model (that is, replacements are 

counted on the branches of a phylogenetic tree), whereas the Blosum matrices are based 

on an implicit rather than explicit model of evolution.  

¶ The sequence variability in the alignments used to count replacements. The PAM 

matrices are based on mutations observed throughout a global alignment, this includes 

both highly conserved and highly mutable regions. The Blosum matrices are based only 

on highly conserved regions in series of alignments forbidden to contain gaps.  

¶ The method used to count the replacements is different, unlike the PAM matrix, the 

Blosum procedure uses groups of sequences within which not all mutations are counted 

the same.  

Equivalent PAM and Blossum matrices. The following matrices are roughly equivalent... 

¶ PAM100 ==> Blosum90 

¶ PAM120 ==> Blosum80 

¶ PAM160 ==> Blosum60 

¶ PAM200 ==> Blosum52 

¶ PAM250 ==> Blosum45 

Generally  



¶ The Blosum matrices are best for detecting local alignments. 

¶ The Blosum62 matrix is the best for detecting the majority of weak protein similarities.  

¶ The Blosum45 matrix is the best for detecting long and weak alignments. 

 

Summary 

These 2 matrices both generally perform well, but give slightly different results. The 

Blosum matrices have often been the better performers, reflecting the fact that the Blosum 

matrices are based on the replacement patterns found in more highly conserved regions of the 

sequences. This seems to be an advantage as these more highly conserved regions are those 

discovered in database searches and they serve as anchor points in alignments involving 

complete sequences. It is expected that the replacements that occur in more highly conserved 

regions will be more restricted than those that occur in highly variable regions of the sequence.  

This is supported by the different pattern of positive and negative scores in the two 

families of matrices. These different patterns of positive and negative scores reflect different 

estimates of what constitute conservative and nonconservative substitutions in the evolution of 

proteins. These differences reflect the differences in constructing the two families of matrices. 

Some of the difference is also likely to be because the Blosum matrices are based on much more 

data than the PAM matrices. The PAM matrices still perform quite well despite the small amount 

of data underlying them. The most likely reasons for this are the care used in constructing the 

alignments and phylogenetic trees used in counting replacements and the fact that they are based 

on a simple model of evolution and thus they still perform better than some of the more modern 

matrices that are less carefully constructed. 
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Similarity Search 

Sequence similarity searching to identify homologous sequences is one of the first, and most 

informative, steps in any analysis of newly determined sequences. Modern protein sequence 

databases are very comprehensive, so that more than 80% of metagenomic sequence samples 

typically share significant similarity with proteins in sequence databases. Widely used similarity 

searching programs, like BLASTPSI-BLAST, SSEARCH, FASTA and the HMMER3  programs 

produce accurate statistical estimates, ensuring protein sequences that share significant similarity 

also have similar structures. Similarity searching is effective and reliable because sequences that 

share significant similarity can be inferred to be homologous; they share a common ancestor. 

 

Why search databases?  

¶ To find out if a new DNA sequence shares 

similarities with sequences already deposited in  the databanks. 

¶ To find proteins homologous to a putative coding  ORF. 

¶ To find similar non coding DNA stretches in the database 

(for example: repeat elements, regulatory sequences). 

¶ (To locate false priming sites for a set of PCR  oligonucleotides.) 
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A heuristic, or a heuristic technique, is any approach to problem solving that uses a practical 

method or various shortcuts in order to produce solutions that may not be optimal but are 

sufficient given a limited timeframe or deadline. 

 

Heuristic Methods 

 

A heuristic is "..a method for problem solving...often involving experimentation and trial and 

error.." and a heuristic algorithm is "a heuristic, is an algorithm that is able to produce an 

acceptable solution to a problem in many practical scenarios, but for which there is no formal 

proof of its correctness".  Heuristics are typically used when there is no known method to find an 

optimal solution, under the given constraints or at all. 

 

Why 

¶ Heuristics are typically used when there is no known method to find an optimal solution, 

under the given constraints or at all.  

¶ Allow us to incorporate knowledge about a problem or system to reduce the overall 

complexity of the task.   

¶ Can help to constrain search space and/or possible solution space to avoid erroneous 

solutions 

 

Assumptions for Heuristic Approaches  

Å Even linear time complexity is a problem for large genomes  

Å Databases can often be pre-processed to a degree  

Å Substitutions more likely than gaps  

Å Homologous sequences contain a lot of substitutions without gaps which can be used to help 

find start points in alignments 

 

Problems  

¶ When working with heuristic algorithms you want speed and accuracy (optimal 

solutions), in reality you often lose one or both 

¶ you cannot formally prove the solution is optimal and you cannot know that the algorithm 

will always be fast 

¶ do not perform well when the underlying sample is small or the problem is ill defined 

¶ need to develop customised statistical models to go alongside the analysis to have 

confidence, normally randomisation based with itôs associated sampling problems 

 

First heuristic algorithms developed in sequence analysis used both heuristics and dynamic 

programming  

¶ FASTA - Lipman and Pearson 1985,1988  

¶ Clustal - Higgins et al. 1988  

¶ BLAST - Altschul et al. 1990 

Heuristics are now epidemic in Bioinformatics applied to  

¶ classic alignment and sequence search problems  

¶ cluster editing, partitioning problem solving 

¶ phylogenetic parsimony 

¶ motif detection 



¶ protein docking 

¶ protein structure resolution 

 

 

 

Assessing the significance of sequence alignment 

 

 

 


